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Preface

These notes originate from a graduate course given at the University of
Pisa during the spring semester 2007. They were completed while the author
was visiting the Centro di Ricerca Matematica Ennio De Giorgi in february
2008. The author thanks both institutions for their warm hospitality.

The main objective is to present at the level of beginners an introduction
to several modern tools of micro-local analysis which are useful for the math-
ematical study of nonlinear partial differential equations. The guideline is to
show how one can use the para-differential calculus to prove energy estimates
using para-differential symmetrizers, or to decouple and reduce systems to
equations. In these notes, we have concentrated the applications on the well
posed-ness of the Cauchy problem for nonlinear PDE’s. It is important to
note that the methods presented here do apply to other problems, such as,
elliptic equations, propagation of singularities (see the original article of J-
M Bony [Bon]), boundary value problems, shocks, boundary layers (see e.g
[Mé1, Mé2, MZ]). In particular, in applications to physical problems, the use
of para-differential symmetrizers for boundary value problems is much more
relevant for hyperbolic boundary value problems than for the hyperbolic
Cauchy problem where there are more direct estimates, relying on symme-
try properties that are satisfied by many physical systems. However, the
analysis of boundary value problems involve much more technicalities which
we wanted to avoid in these introductory lectures. The Cauchy problem is
a good warm up to become familiar with the technics.

These notes are divided in three parts. Part I is an introduction to
evolution equations. After the presentation of physical examples, we give
the bases of the analysis of systems with constant coefficients. The Fourier
analysis provides both explicit solutions and an exact symbolic calculus for
Fourier multipliers, which can be used for diagonalizing systems or con-
structing symmetrizers. The key word is hyperbolicity. However, we have
restricted the analysis to strongly hyperbolic systems, aiming at simplicity

5



and avoiding the subtleties of weak hyperbolicity.
In Part II, we give an elementary and self-contained presentation of the

para-differential calculus which was introduced by Jean-Michel Bony [Bon]
in 1979. We start with the Littlewood-Paley or harmonic analysis of classical
function spaces (Sobolev spaces and Hölder spaces). Next we say a few words
about the general framework of the classical pseudo-differential calculus and
prove Stein’s theorem for operators of type (1, 1). We go on introducing
symbols with limited smoothness and their para-differential quantization as
operators of type (1, 1). A key idea from J-M.Bony is that one can replace
nonlinear expressions, thus nonlinear equations, by para-differential expres-
sions, to the price of error terms which are much smoother than the main
terms (and thus presumed to be harmless in the derivation of estimates).
These are the para-linearization theorems which in nature are a lineariza-
tion of the equations. We end the second part, with the presentation of an
approximate symbolic calculus, which links the calculus of operators to a cal-
culus for their symbols. This calculus which generalizes the exact calculus
of Fourier multipliers, is really what makes the theory efficient and useful.

Part III is devoted to two applications. First we study quasi-linear hy-
perbolic systems. As briefly mentioned in Chapter 1, this kind of systems is
present in many areas of physics (acoutics, fluid mechanics, electromagntism,
elasticity to cite a few). We prove the local well posedness of the Cauchy
problem for quasi-linear hyperbolic systems which admit a frequency de-
pendent symmetrizer. This class is more general than the class of systems
which are symmetric-hyperbolic in the sense of Friedrichs; it also incorpo-
rates all hyperbolic systems of constant multiplicity. The key idea is simple
and elementary :

- 1) one looks for symmetrizers (multipliers) which are para-differential
operators, that means that one looks for symbols;

- 2) one uses the symbolic calculus to translate the desired properties of
the symmetrizers as operators into properties of their symbols;

- 3) one determines the symbols of the symmetrizers satisfying these
properties. At this level, the computation is very close to the constant
coefficient analysis of Part I.
Though most (if not all) physical examples are symmetric hyperbolic in the
sense of Friedrichs, it is important to experiment such methods on the sim-
pler case of the Cauchy problem, before applying them to the more delicate,
but similar, analysis of boundary value problems where they appear to be
much more significant for a sharp analysis of the well posed-ness conditions.

The second application concerns the local in time well posedness of the
Cauchy problem for systems of Schödinger equations, coupled though quasi-
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linear interactions. These systems arise in nonlinear optics: each equa-
tion models the dispersive propagation of the envelop of a high frequency
beam, the coupling between the equations models the interaction between
the beams and the coupling is actually nonlinear for intense beams such
as laser beams. This models for instance the propagation of a beam in a
medium which by nonlinear resonance create scattered and back-scattered
waves which interact with the original wave (see e.g. [Blo, Boy, NM, CCM]).
It turns out that the system so obtained is not necessarily symmetric so that
the energy estimates are not obtained by simple and obvious integrations
by part. Here the symbolic calculus helps to understand what is going on.
We use the symbolic-paradifferential calculus to decouple the systems and
reduce the analysis to scalar equations. At this stage, the para-differential
calculus can also be used to treat cubic interactions. The stress here that
the results we give in Chapter 8 are not optimal neither the most general
concerning Schödinger equations, but they appear as direct applications of
the calculus developed in Part II. The sharp results require further work
(see e.g. [KPV] and the references therein).
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Introduction to Systems
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Chapter 1

Notations and Examples.

This introductory chapter is devoted to the presentation of several classical
examples of systems which occur in mechanics or physics. From the notion
of plane wave, we first present the very important notions of dispersion
relation or characteristic determinant, and of polarization of waves which
are of fundamental importance in physics. From the mathematical point of
view, this yields to introduce the notion of symbol of an equation and to
study its eigenvalues and eigenvector. We illustrate these notions on the
examples.

1.1 First order systems

1.1.1 Notations

We consider N ×N systems of first order equations

(1.1.1) A0(t, x, u)∂tu+
d∑

j=1

Aj(t, x, u)∂xju = F (t, x, u)

where (t, x) ∈ R × Rd denote the time-space variables; the Aj are N × N
matrices and F is a function with values in RN ; they depend on the variables
(t, x, u) varying in a subdomain of R × Rd × RN .

The Cauchy problem consists in solving the equation (1.1.1) together
with initial conditions

(1.1.2) u|t=0 = h.
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We will consider only the case of noncharacteristic Cauchy problems, which
means that A0 is invertible. The system is linear when the Aj do not depend
on u and F is affine in u, i.e. of the form F (t, x, u) = f(t, x) + E(t, x)u.

A very important case for applications is the case of systems of conser-
vation laws

(1.1.3) ∂tf0(u) +
d∑

j=1

∂xjfj(u) = 0.

For smooth enough solutions, the chain rule can be applied and this system
is equivalent to

(1.1.4) A0(u)∂tu+

d∑

j=1

Aj(u)∂xju = 0

with Aj(u) = ∇ufj(u).

Consider a solution u0 and the equation for small variations u = u0 +εv.
Expanding in power series in ε yields at first order the linearized equations:

(1.1.5) A0(t, x, u0)∂tv +

d∑

j=1

Aj(t, x, u0)∂xjv + E(t, x)v = 0

where

E(t, x, v) = (v · ∇uA0)∂tu0 +
d∑

j=1

(v · ∇uAj)∂xju0 − v · ∇uF

and the gradients ∇uAj and ∇uF are evaluated at (t, x, u0(t, x)).
In particular, the linearized equations from (1.1.3) or (1.1.4) near a con-

stant solution u0(t, x) = u are the constant coefficients equations

(1.1.6) A0(u)∂tu+
d∑

j=1

Aj(u)∂xju = 0.

1.1.2 Plane waves

Consider a linear constant coefficient system:

(1.1.7) Lu := A0∂tu+
d∑

j=1

Aj∂xju+ Eu = f
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Particular solutions of the homogeneous equation Lu = 0 are plane waves:

(1.1.8) u(t, x) = eitτ+ix·ξa

where (τ, ξ) satisfy the dispersion relation :

(1.1.9) det
(
iτA0 +

d∑

j=1

iξjAj + E
)

= 0

and the constant vector a satisfies the polarization condition

(1.1.10) a ∈ ker
(
iτA0 +

d∑

j=1

iξjAj + E
)
.

The matrix iτA0 +
∑d

j=1 iξjAj + E is called the symbol of L.
In many applications, the coefficients Aj and E are real and one is in-

terested in real functions. In this case (1.1.8) is to be replaced by u =
Re (eitτ+ix·ξa).

When A0 is invertible, the equation (1.1.9) means that −τ is an eigen-
value of

∑
ξjA

−1
0 Aj − iA−1

0 E and the polarization condition (1.1.10) means
that a is an eigenvector.

In many applications and in particular in the analysis of the Cauchy
problem, one is interested in real wave numbers ξ ∈ Rd. The well posedness
for t ≥ 0 of the Cauchy problem (for instance in Sobolev spaces) depends on
the existence or not of exponentially growing modes eitτ as |ξ| → ∞. This
leads to the condition, called weak hyperbolicity that there is a constant C
such that for all ξ ∈ Rd, the roots in τ of the dispersion relation (1.1.9)
satisfy Im τ ≥ −C. These ideas are developed in Chapter 2.

The high frequency regime is when |ξ| ≫ |E| (assuming that the size
of the coefficients Aj is ≈ 1). In this regime, a perturbation analysis can
be performed and L can be seen as a perturbation of the homogeneous
system L0 = A0∂t +

∑
Aj∂xj . This leads to the notions of principal symbol

iτA0 +
∑d

j=1 iξjAj and of characteristic equation

(1.1.11) det
(
τA0 +

d∑

j=1

ξjAj
)

= 0.

Note that the principal symbol and the characteristic equation are homoge-
neous in ξ, so that their analysis can be reduced to the sphere {|ξ| = 1}. In

11



particular, for an homogeneous system L0 weak hyperbolicity means that
for all ξ ∈ Rd, the roots in τ of the dispersion relation (1.1.11) are real.

However, there are many applications which are not driven by the high
frequency regime |ξ| ≫ |E| and where the relevant object is the in-homogeneous
dispersion relation (1.1.9). For instance, this is important when one wants
to model the dispersion of light.

1.1.3 The symbol

Linear constant coefficients equations play an important role. First, they
provide examples and models. They also appear as linearized equations (see
(1.1.6)). In the analysis of linear systems

(1.1.12) Lu := A0(t, x)∂tu+
d∑

j=1

Aj(t, x)∂xju+ E(t, x)u,

and in particular of linearized equations (1.1.5), they also appear by freezing
the coefficients at a point (t, x).

This leads to the important notions of principal symbol of the nonlinear
equation (1.1.1)

(1.1.13) L(t, x, u, τ, ξ) := iτA0(t, x, u) +

d∑

j=1

iξjAj(t, x, u),

and of characteristic equation :

(1.1.14) det
(
τA0(t, x, u) +

d∑

j=1

ξjAj(t, x, u)
)

= 0,

where the variables (t, x, u, τ, ξ) are seen as independent variables in the
phase space R1+d × RN × R1+d.

An important idea developed in these lectures is that many properties
of the linear equation (1.1.12) and of the nonlinear equation (1.1.1) can be
seen on the principal symbol. In particular, the spectral properties of

d∑

j=1

ξjA
−1
0 (t, x, u)Aj(t, x, u).

are central to the analysis. Properties such as reality, semi-simplicity, mul-
tiplicity of the eigenvalues or smoothness of the eigenvalues and eigenpro-
jectors, are crucial in the discussions.
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1.2 Examples

1.2.1 Gas dynamics

General Euler’s equations

The equations of gas dynamics link the density ρ, the pressure p, the velocity
v = (v1, v2, v3) and the total energy per unit of volume and unit of mass E
through the equations:

(1.2.1)





∂tρ+ div(ρv) = 0

∂t(ρvj) + div(ρvvj) + ∂jp = 0 1 ≤ j ≤ 3

∂tE + div(ρEv + pv) = 0

Moreover, E = e+|v|2/2 where e is the specific internal energy. The variables
ρ, p and e are linked by a state law. For instance, e can be seen as a function
of ρ and p and one can take u = (ρ, v, p) ∈ R5 as unknowns. The second law
of thermodynamics introduces two other dependent variables, the entropy
S and the temperature T so that one can express p, e and T as functions
P, E and T of the variables (ρ, S), linked by the relation

(1.2.2) dE = T dS +
P
ρ2
dρ .

One can choose u = (ρ, v, S) or ũ = (p, v, S) as unknowns. The equations
read (for smooth solutions):

(1.2.3)





∂tρ+ div(ρv) = 0

ρ(∂tvj + v · ∇vj) + ∂jp = 0 1 ≤ j ≤ 3

∂tS + v · ∇S = 0

with p given a a given function P of (ρ, S) or ρ function of (p, S).
Perfect gases. They satisfy the condition

(1.2.4)
p

ρ
= RT,

where R is a constant. The second law of thermodynamics (1.2.2) implies
that

dE =
P
Rρ

dS +
P
ρ2
dρ

thus
∂E
∂S

=
P
Rρ

,
∂E
∂ρ

=
P
ρ2

and ρ
∂E
∂ρ

−R
∂E
∂S

= 0
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Therefore, the relation between e, ρ and S has the form

(1.2.5) e = E(ρ, S) = F
(
ρ eS/R

)
.

Thus the temperature T = T (ρ, S) = ∂
∂SE = G

(
ρ eS/R

)
withG(s) = s

RF
′(s).

This implies that T is a function of e:

(1.2.6) T = Ψ(e) =
1

R
G

(
F−1(e)

)
.

A particular case of this relation is when Ψ is linear, meaning that e is
proportional to T :

(1.2.7) e = CT,

with C constant. In this case

1

R
sF ′(s) = CF (s), thus F (s) = λsRC .

This implies that eand p are linked to ρ and S by

(1.2.8) e = ργ−1eC(S−S0), p = (γ − 1)ργeC(S−S0) = (γ − 1)ρe,

with γ = 1 +RC.

The symbol

The symbol of (1.2.3) is

(1.2.9) i(τ + v · ξ)Id + i




0 ξ1 ξ2 ξ3 0
c2ξ1 0 0 0 0
c2ξ2 0 0 0 0
c2ξ3 0 0 0 0
0 0 0 0 0




where c2 := dP
dρ

(ρ, S). The system is hyperbolic when c2 ≥ 0. For ξ 6= 0,

the eigenvalues and eigenspaces are

τ = −v · ξ, E0 =
{
ρ̇ = 0, v̇ ∈ ξ⊥

}
,(1.2.10)

τ = −v · ξ ± c|ξ|, E± =
{
v̇ = ±c2ρ̇ ξ|ξ| , Ṡ = 0

}
.(1.2.11)
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The isentropic system

When S is constant the system (1.2.3) reduces to

(1.2.12)

{
∂tρ+ div(ρv) = 0

ρ(∂tvj + v · ∇vj) + ∂jp = 0 1 ≤ j ≤ 3

with ρ and p linked by a state law, p = P(ρ). For instance, p = cργ for
perfect gases satisfying (1.2.8).

Acoustics

By linearization of (1.2.12) around a constant state (ρ, v), one obtains the
equations

(1.2.13)

{
(∂t + v · ∇)ρ+ ρdivv = f

ρ(∂t + v · ∇)vj + c2∂jp = gj 1 ≤ j ≤ 3

where c2 := dP
dρ

(ρ). Changing variables x to x− tv, reduces to

(1.2.14)

{
∂tρ+ ρdivv = f

ρ∂tv + c2∇p = g.

1.2.2 Maxwell’s equations

General equations

The general Maxwell’s equations read:

(1.2.15)





∂tD − c curlH = −j,
∂tB + c curlE = 0,

divB = 0,

divD = q

where D is the electric displacement, E the electric field vector, H the
magnetic field vector, B the magnetic induction, j the current density and
q is the charge density; c is the velocity of light. They also imply the charge
conservation law:

(1.2.16) ∂tq + divj = 0.

To close the system, one needs constitutive equations which link E, D, H,
B and j.
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Equations in vacuum

Consider here the case j = 0 and q = 0 (no current and no charge) and

(1.2.17) D = εE, B = µH,

where ε is the dielectric tensor and µ the tensor of magnetic permeability.
In vacuum, ε and µ are scalar and constant. After some normalization

the equation reduces to

(1.2.18)





∂tE − curlB = 0,

∂tB + curlE = 0,

divB = 0,

divE = 0.

The first two equations imply that ∂tdivE = ∂tdivB = 0, therefore the
constraints divE = divB = 0 are satisfied at all time if they are satisfied at
time t = 0. This is why one can “forget” the divergence equation and focus
on the evolution equations

(1.2.19)

{
∂tE − curlB = 0,

∂tB + curlE = 0,

Moreover, using that curl curl = −∆Id + grad div, for divergence free fields
the system is equivalent to the wave equation :

(1.2.20) ∂2
tE − ∆E = 0.

In 3 × 3 block form, the symbol of (1.2.19) is

(1.2.21) iτ Id + i

(
0 Ω

−Ω 0

)
, Ω =




0 −ξ2 ξ3
−ξ3 0 ξ1
ξ2 −ξ1 0




The system is hyperbolic and for ξ 6= 0, the eigenvalues and eigenspaces are

τ = 0, E0 =
{
ξ × Ė = 0, ξ × Ḃ = 0

}
,(1.2.22)

τ = ±|ξ|, E± =
{
Ė ∈ ξ⊥, Ḃ = ∓ξ × Ė

|ξ|
}
.(1.2.23)
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Crystal optics

With j = 0 and q = 0, we assume in (1.2.17) that µ is scalar but that ε is a
positive definite symmetric matrix. In this case the system reads:

(1.2.24)

{
∂t(εE) − curlB = 0,

∂tB + curlE = 0,

plus the constraint equations div(εE) = divB = 0 which are again propa-
gated from the initial conditions. We choose coordinate axes so that ε is
diagonal:

(1.2.25) ε−1 =




α1 0 0
0 α2 0
0 0 α3




with α1 > α2 > α3. Ignoring the divergence conditions, the characteristic
equation and the polarization conditions are obtained as solutions of system

(1.2.26) L(τ, ξ)

(
Ė

Ḃ

)
:=

(
τĖ − ε−1(ξ × Ḃ)

τḂ + ξ × Ė

)
= 0 .

For ξ 6= 0, τ = 0 is a double eigenvalue, with eigenspace E0 as in (1.2.22).
Note that these modes are incompatible with the divergence conditions. The
nonzero eigenvalues are given as solutions of

Ė = ε−1(
ξ

τ
× Ḃ) , (τ2 + Ω(ξ)ε−1Ω(ξ))Ḃ = 0

where Ω(ξ) is given in (1.2.21). Introduce

A(ξ) := Ω(ξ)ε−1Ω(ξ) =




−α2ξ
2
3 α3ξ1ξ2 α2ξ1ξ3

α3ξ1ξ2 −α1ξ
2
3 − α3ξ

2
1 α1ξ2ξ3

α2ξ1ξ3 α1ξ2ξ3 −α1ξ
2
2 − α2ξ

2
1


 .

Then
det(τ2 +A(ξ)) = τ2

(
τ4 − Ψ(ξ)τ2 + |ξ|2 Φ(ξ)

)

with {
Ψ(ξ) = (α1 + α2)ξ

2
3 + (α2 + α3)ξ

2
1 + (α3 + α1)ξ

2
2

Φ(ξ) = α1α2ξ
2
3 + α2α3ξ

2
1 + α3α1ξ

2
2 .

The nonvanishing eigenvalues are solutions of a second order equations in
τ2, of which the discriminant is

Ψ2(ξ) − 4|ξ|2Φ(ξ) = P 2 +Q
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with
P = (α1 − α2)ξ

2
3 + (α3 − α2)ξ

2
1 + (α3 − α1)ξ

2
2

Q = 4(α1 − α2)(α1 − α3)ξ
2
3ξ

2
2 ≥ 0 .

For a bi-axial crystal ε has three distinct eigenvalues and in general P 2+Q 6=
0. In this case, there are four simple eigenvalues

±1

2

(
Ψ ±

(
P 2 +Q

) 1

2

) 1

2

.

The corresponding eigenspace is made of vectors (Ė, Ḃ) such that Ė =
ε−1( ξτ × Ḃ) and Ḃ is an eigenvector of A(ξ).

There are double roots exactly when P 2 +Q = 0, that is when

(1.2.27) ξ2 = 0, α1ξ
2
3 + α3ξ

2
1 = α2(ξ

2
1 + ξ23) = τ2 .

Laser - matter interaction

Still with j = 0 and q = 0 and B proportional to H, say B = H, the
interaction light-matter is described through the relation

(1.2.28) D = E + P

where P is the polarization field. P can be given explicitly in terms of E,
for instance in the Kerr nonlinearity model:

(1.2.29) P = |E|2E.

In other models P is given by an evolution equation:

(1.2.30)
1

ω2
∂2
t P + P − α|P |2P = γE

harmonic oscillators when α = 0 or anharmonic oscillators when α 6= 0.
In other models, P is given by Bloch’s equation which come from a more

precise description of the physical interaction of the light and the electrons
at the quantum mechanics level.

With Q = ∂tP , the equations (1.2.15) (1.2.30) can be written as a first
order 12 × 12 system:

(1.2.31)





∂tE − curlB +Q = 0,

∂tB + curlE = 0,

∂tP −Q = 0,

∂tQ+ ω2P − ω2γE − ω2α|P |2P = 0.

18



The linearized system around P = 0 is the same equation with α = 0. In
this case the (full) symbol is the block matrix

iτ Id +




0 iΩ 0 Id
−iΩ 0 0 0

0 0 0 −Id
−ω2γ 0 ω2 0


 .

The characteristic equations read





τ(Ė + Ṗ ) − ξ × Ḃ = 0,

τ Ḃ + ξ × Ė = 0,

(ω2 − τ2)Ṗ = ω2γĖ, Q̇ = iτ Ṗ .

.

The eigenvalue τ = 0 has multiplicity 2 with eigenspace

E0 =
{
ξ × Ė = 0, ξ × Ḃ = 0, Ṗ = γĖ, Q̇ = 0

}
.

Next, one can remark that τ = ω is not an eigenvalue. Thus, when τ 6= 0,
the characteristic system can be reduced to

τ2
(
1 +

γω2

ω2 − τ2

)
Ė + ξ × (ξ × Ė) = 0

together with

Ḃ = −ξ × E

τ
, Ṗ =

γω2

ω2 − τ2
Ė, Q̇ = iτ Ṗ .

This means that τ2
(
1 + γω2

ω2−τ2

)
is an eigenvalue of ξ × (ξ × ·), thus the non

vanishing eigenvalues are solutions of

(1.2.32) τ2
(
1 +

γω2

ω2 − τ2

)
= |ξ|2.

Multiplying by ω2− τ2, this yields a second order equation in τ2. For ξ 6= 0,
this yields four distinct real eigenvalues of multiplicity two, with eigenspace
given by

E =
{
Ė ∈ ξ⊥, Ḃ = −ξ × E

τ
, Ṗ =

γω2

ω2 − τ2
Ė, Q̇ = iτ Ṗ

}
.

Note that the lack of homogeneity of the system (1.2.31) (with α = 0) is
reflected is the lack of homogeneity of the dispersion relation (1.2.32). For
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wave or Maxwell’s equations, the coefficient n2 in the dispersion relation
n2τ2 = |ξ|2 is called the index of the medium. For instance, in vacuum the
index is n0 = 1 with the choice of units made in (1.2.18). Indeed, n

n0
is

related to the propagation of light in the medium (whose proper definition
is dτ

d|ξ|). An interpretation of (1.2.32) is that the index and the speed of
propagation depend on the frequency. In particular, this model can be used
to describe the well known phenomenon of dispersion of light propagating
in glass.

1.2.3 Magneto-hydrodynamics

A model

The equations of isentropic magnetohydrodynamics (MHD) appear in basic
form as

(1.2.33)





∂tρ+ div(ρu) = 0

∂t(ρu) + div(ρutu) + ∇p+H × curlH = 0

∂tH + curl(H × u) = 0

(1.2.34) divH = 0,

where ρ ∈ R represents density, u ∈ R3 fluid velocity, p = p(ρ) ∈ R pressure,
and H ∈ R3 magnetic field. With H ≡ 0, (1.2.33) reduces to the equations
of isentropic fluid dynamics.

Equations (1.2.33) may be put in conservative form using identity

(1.2.35) H × curlH = (1/2)div(|H|2I − 2HtH)tr +HdivH

together with constraint (1.2.34) to express the second equation as

(1.2.36) ∂t(ρu) + div(ρutu) + ∇p+ (1/2)div(|H|2I − 2HtH)tr = 0.

They may be put in symmetrizable (but no longer conservative) form by a
further change, using identity

(1.2.37) curl(H × u) = (divu)H + (u · ∇)H − (divH)u− (H · ∇)u

together with constraint (1.2.34) to express the third equation as

(1.2.38) ∂tH + (divu)H + (u · ∇)H − (H · ∇)u = 0.
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Multiple eigenvalues

The first order term of the linearized equations about (u,H) is

(1.2.39)





Dtρ̇+ ρ÷ u̇

Dtu̇+ ρ−1c2∇ρ̇+ ρ−1H × curlḢ

DtḢ + (÷u̇)H −H · ∇u̇

with Dt = ∂t + u · ∇ and c2 = dp/dρ. The associated symbol is

(1.2.40)





τ̃ ρ̇+ ρ(ξ · u̇)
τ̃ u̇+ ρ−1c2ρ̇ξ + ρ−1H × (ξ × Ḣ)

τ̃ Ḣ + (ξ · u̇)H − (H · ξ)u̇

with τ̃ = τ + u · ξ. We use here the notation ξ = (ξ1, ξ2, ξ3) for the spatial
frequencies and

ξ = |ξ| ξ̂ , u‖ = ξ̂ · u , u⊥ = u− u‖ξ̂ = −ξ̂ × (ξ̂ × u) .

We write (1.2.40) in the general form τ Id + A(U, ξ) with parameters
U = (ρ, u,H). The eigenvalue equation A(U, ξ)U̇ = λU̇ reads

(1.2.41)





λ̃ρ̇ = ρu̇‖,

ρλ̃u̇‖ = c2ρ̇+H⊥ · Ḣ⊥,

ρλ̃u̇⊥ = −H‖Ḣ⊥,

λ̃Ḣ⊥ = u̇‖H⊥ −H‖u̇⊥,

λ̃Ḣ‖ = 0,

with λ̃ = λ− (uξ̇). The last condition decouples. On the space

(1.2.42) E0(ξ) =
{
ρ̇ = 0, u̇ = 0, Ḣ⊥ = 0

}
,

A is equal to λ0 := u · ξ. From now on we work on E⊥
0 = {Ḣ‖ = 0} which is

invariant by A(U, ξ).
Consider v = H/

√
ρ, v̇ = Ḣ/

√
ρ and σ̇ = ρ̇/ρ. The characteristic system

reads:

(1.2.43)





λ̃σ̇ = u̇‖

λ̃u̇‖ = c2σ̇ + v⊥ · v̇⊥
λ̃u̇⊥ = −v‖v̇⊥
λ̃v̇⊥ = u̇‖v⊥ − v‖u̇⊥
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Take a basis of ξ⊥ such that v⊥ = (b, 0) and let a = v‖. In such a basis, the
matrix of the system reads

(1.2.44) λ̃− Ã :=




λ̃ −1 0 0 0 0

−c2 λ̃ 0 0 −b 0

0 0 λ̃ 0 a 0

0 0 0 λ̃ 0 a

0 −b a 0 λ̃ 0

0 0 0 a 0 λ̃




The characteristic roots satisfy

(1.2.45) (λ̃2 − a2)
(
(λ̃2 − a2)(λ̃2 − c2) − λ̃2b2

)
= 0 .

Thus, either

λ̃2 = a2(1.2.46)

λ̃2 = c2f :=
1

2

(
c2 + h2) +

√
(c2 − h2)2 + 4b2c2

)
(1.2.47)

λ̃2 = c2s :=
1

2

(
c2 + h2) −

√
(c2 − h2)2 + 4b2c2

)
(1.2.48)

with h2 = a2 + b2 = |H|2/ρ.
With P (X) = (X−a2)(X− c2)− b2X, {P ≤ 0} = [c2s, c

2
f ] and P (X) ≤ 0

for X ∈ [min(a2, c2),max(a2, c2)]. Thus,

c2f ≥ max(a2, c2) ≥ a2(1.2.49)

c2s ≤ min(a2, c2) ≤ a2(1.2.50)

1. The case v⊥ 6= 0 i.e. w = ξ̂ × v 6= 0. Thus, the basis such that (1.2.44)
holds is smooth in ξ. In this basis, w = (0, b), b = |v⊥| > 0.

1.1 The spaces

E±(ξ̂) = {σ̇ = 0, u̇‖ = 0, v̇⊥ ∈ C(ξ̂ × v), u̇⊥ = ∓v̇⊥}

are invariant for Ã and

(1.2.51) Ã = ±a on E± .
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1.2 In (E+ ⊕ E−)⊥, which is invariant, the matrix of Ã is

(1.2.52) Ã0 :=




0 1 0 0
c2 0 0 −b
0 0 0 −a
0 −b a 0




Since P (c2) = −b2c2 < 0, there holds c2s < c2 < c2f .

1.2.1 ) Suppose that a 6= 0. Then, P (a2) = −a2c2 < 0 and
c2s < a2 < c2f . Thus, all the eigenvalues are simple. Moreover, c2sc

2
f = a2c2

and c2s > 0. The space

Fλ̃ =
{
λ̃σ̇ = u̇‖, u̇‖ =

λ̃v⊥ · v̇⊥
λ̃2 − c2

, u̇⊥ =
−av̇⊥
λ̃

, v̇⊥ =∈ Cv⊥

}

is an eigenspace associated to the eigenvalue λ̃ when λ̃ = ±cf and λ̃ = ±cs.
Here u̇1 and v̇1 denote the first component of u̇⊥ and v̇⊥ respectively in the
basis (v⊥, w).

1.2.1 ) Suppose that a is close to 0. Since c2f > c2 > 0, the spaces

F±cf are still eigenspaces associated to the eigenvalues λ̃ = ±cf .
By direct computations:

c2s =
c2a2

c2 + h2
+O(a4) .

Therefore,
c2s
a2

→ c2

c2 + h2
> 0 as a→ 0 ., .

Therefore, c̃s = a
|a|cs is an analytic function of a (and b 6= 0) near a = 0 and

F̃±,s(a, b) = F±c̃s

are analytic determinations of Eigenspaces, associated to the eigenvalues
±c̃s. Moreover, the values at a = 0 are

F̃±,s(0, b) =
{
σ̇ =

−v⊥ · v̇⊥
c2

, u̇‖ = 0, u̇⊥ =
∓
√
c2 + b2

c
v̇⊥ ∈ Cv⊥

}

and F̃+,s ∩ F̃−,s = {0}, thus we still have an analytic diagonalization of Ã0.
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2. Suppose now that b is close to zero. At b = 0, the eigenvalues of Ã
are ±c (simple) and ±h (double). Assume that c2 6= h2. Note that when
b = 0, then |a| = h and

when c2 > h2 : cf = c, cs = h,
when c2 < h2 : cf = h, cs = c.

2.1 The eigenvalues close to ±c remain simple.

2.2 We look for the eigenvalues close to h. The characteristic equation
implies that

(1.2.53)

{
c2σ̇ = λ̃u̇‖ − v⊥ · v̇⊥
(λ̃2 − c2)u̇‖ = λ̃v⊥ · v̇⊥

Eliminating u̇‖, we are left with the 4 × 4 system in ξ⊥ × ξ⊥:

(1.2.54)





λ̃u̇⊥ = −av̇⊥

λ̃v̇⊥ = −au̇⊥ +
λ̃

λ̃2 − c2
(v⊥ ⊗ v⊥)v̇⊥.

Thus,

(λ̃2 − a2)v̇⊥ =
λ̃2

λ̃2 − c2
(v⊥ ⊗ v⊥)v̇⊥.

Recall that |v⊥| = b is small. We recover 4 smooth eigenvalues

(1.2.55) ±a , ±
√
a2 +O(b2) = ±(a+O(b2)) .

(remember that a = ±h+O(b2). However, the eigenspaces are not smooth
in v, since they are Rv⊥ and Rξ̂ × v⊥ and have no limit at v⊥ → 0.

Summing up, we have proved the following.

Lemma 1.2.1. Assume that c2 = dp/dρ > 0. The eigenvalues of A(U, ξ)
are

(1.2.56)





λ0 = ξ · u
λ±1 = λ0 ± cs(ξ̂)|ξ|
λ±2 = λ0 ± (ξ ·H)/

√
ρ

λ±3 = λ0 ± cf (ξ̂)|ξ|

24



with ξ̂ = ξ/|ξ| and

c2f (ξ̂) :=
1

2

(
c2 + h2) +

√
(c2 − h2)2 + 4b2c2

)
(1.2.57)

c2s(ξ̂) :=
1

2

(
c2 + h2) −

√
(c2 − h2)2 + 4b2c2

)
(1.2.58)

where h2 = |H|2/ρ, b2 = |ξ̂ ×H|2/ρ.

Lemma 1.2.2. Assume that 0 < |H|2 6= ρc2 where c2 = dp/dρ > 0.
i) When ξ · H 6= 0 and ξ × H 6= 0, the eigenvalues of A(U, ξ) are

simple.
ii) Near the manifold ξ ·H = 0, ξ 6= 0, the eigenvalues λ±3 are simple.

The other eigenvalues can be labeled so that they are smooth and coincide
exactly on {ξ ·H = 0}. Moreover, there is a smooth basis of eigenvectors.

iii) Near the manifold ξ×H = 0, ξ 6= 0, λ0 is simple. When |H|2 < ρc2

[resp. |H|2 > ρc2 ], λ±3 [resp. λ±1] are simple; λ+2 6= λ−2 are double, equal
to λ±1 [resp. λ±3 ] depending on the sign of ξ · H. They are smooth, but
there is no smooth basis of eigenvectors.

1.2.4 Elasticity

The linear wave equation in an elastic homogeneous medium is a second
order constant coefficients 3 × 3 system

(1.2.59) ∂2
t v −

3∑

j,k=1

Aj,k∂xj∂xk
v = f

where the Aj,k are 3 × 3 real matrices. In anisotropic media, the form of
the matrices Aj,k is complicated (it may depend upon 21 parameters). The
basic hyperbolicity condition is that

(1.2.60) A(ξ) :=
∑

ξjξkAj,k

is symmetric and positive definite for ξ 6= 0.
In the isotropic case

(1.2.61)
3∑

j,k=1

Aj,k∂xj∂xk
v = 2λ∆xv + µ∇x(divxv).

The hyperbolicity condition is that λ > 0 and 2λ+ µ > 0.
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Chapter 2

Constant Coefficient
Systems. Fourier Synthesis

In this chapter, we review the resolution of constant coefficient equations by
Fourier synthesis. Our first objective is to give an obvious sufficient condition
(Assumption 2.1.8) for the well posed-ness of the Cauchy problem in L2 or
Hs (Theorem 2.1.9). The second important content of the chapter is the
introduction of the notion of hyperbolicity, from an analysis of the general
condition. Next, we briefly discuss. different notions of hyperbolicity, but
we confine ourselves to the elementary cases.

2.1 The method

In this chapter, we consider equations (or systems)

(2.1.1)

{
∂tu+A(∂x)u = f on [0, T ] × Rd,
u|t=0 = h on Rd.

where A is a differential operator (or system) with constant coefficients :

(2.1.2) A(∂x) =
∑

Aα∂
α
xu

2.1.1 The Fourier transform

Notations 2.1.1. The (spatial) Fourier transform F is defined for u ∈ L1(Rd)
by

(2.1.3) Fu(ξ) =

∫

Rd

e−ix·ξu(x)dx.
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We also use the notations û(ξ) for the Fourier transform Fu(ξ). If û ∈
L1(Rd) the inverse transformation F

−1 is:

(2.1.4) F
−1û(x) =

1

(2π)n

∫

Rd

eix·ξû(ξ)dξ.

We denote by S (Rd) the Schwartz class, by S
′(Rd) the space of tem-

perate distributions and by E
′(Rd) the space of distributions with compact

support.

Theorem 2.1.2 (Reminders).
i) F is a one to one mapping from the Schwartz class S (Rd) onto itself

with reciprocal F
−1.

ii) F and F
−1 extend as bijections from the space of temperate distri-

butions S
′(Rd) onto itself. Moreover, for u ∈ S

′ and v ∈ S there holds

(2.1.5)
〈
û, v

〉
S ′×S

=
〈
u, v̂

〉
S ′×S

iii) Plancherel’s theorem : F is an isomorphism from L2 onto itself and

(2.1.6)

∫
u(x)v(x)dx =

1

(2π)d

∫
û(ξ)v̂(ξ)dξ.

In particular

(2.1.7)
∥∥û

∥∥
L2 =

√
(2π)n

∥∥u
∥∥
L2 .

iv) For u ∈ S
′(Rd) there holds :

∂̂xju(ξ) = iξj û(ξ)(2.1.8)

x̂ju(ξ) = −i∂ξj û(ξ)(2.1.9)

v) For s ∈ R, Hs(Rd) is the space of temperate distributions u such that
(1 + |ξ|2)s/2û ∈ L2(Rd). It is an Hilbert space equipped with the norm

(2.1.10)
∥∥u

∥∥2

Hs =
1

(2π)n

∫

Rd

(1 + |ξ|2)s|û(ξ)|2dξ.

Combining ii) and iii) implies that for u ∈ S
′ and v ∈ S there holds

(2.1.11)
〈
u, v

〉
S ′×S

=
1

(2π)d
〈
û, v̂

〉
S ′×S

The spectrum of u is the support of û.
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When u also depends on time, we let F act for all fixed t and use the
following notations:

Notations 2.1.3. If u is a continuous (or measurable) function of time with
values in a space of temperate distributions, û or Fu denotes the function
defined for all (or almost all) t by

û(t, ξ) = F (u(t, ·))(ξ).

In particular, the identity

(2.1.12)
〈
û, v

〉
S ′×S

=
〈
u, v̂

〉
S ′×S

is satisfied for u ∈ S
′(R1+d) and v ∈ S (R1+d).

2.1.2 Solving the evolution equation (2.1.1)

Lemma 2.1.4. If u ∈ S
′(Rd) then

(2.1.13) Â(∂x)u(ξ) = A(iξ)û(ξ), A(ξ) =
∑

Aα(iξ)α.

Remark 2.1.5. In the scalar case, this means that F diagonalizes A(∂x),
with eigenfunctions x 7→ eiξ·x and eigenvalues A(iξ):

A(∂x)e
iξ·x = A(iξ)eiξ·x.

For systems, there is a similar interpretation.

Using (2.1.12) immediately implies the following:

Lemma 2.1.6. If u ∈ L1(]0, T [;Hs(Rd)), then in the sense of distributions,

(2.1.14) ∂̂tu(t, ξ) = ∂tû(t, ξ).

Corollary 2.1.7. For u ∈ C0([0, T ];Hs(Rd)) and f ∈ L1([0, T ];Hs′(Rd)),
the equation (2.1.1) is equivalent to

(2.1.15)

{
∂tû+A(iξ)û = f̂ on [0, T ] × Rd,

û|t=0 = ĥ on Rd.

The solution of (2.1.15) is

(2.1.16) û(t, ξ) = e−tA(iξ)ĥ(ξ) +

∫ t

0
e(t

′−t)A(iξ)f̂(t′, ξ)dt′.
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Question : show that the right hand side of (2.1.16) defines a temperate
distribution in ξ. If this is correct, then the inverse Fourier transform defines
a function u with values in S

′, which by construction is a solution of (2.1.1).
This property depends on the behavior of the exponentials e−tA(iξ) when

|ξ| → ∞. The simplest case is the following:

Assumption 2.1.8. There is a function C(t) bounded on all interval [0, T ],
such that

(2.1.17) ∀t ≥ 0, ∀ξ ∈ R
d

∣∣e−tA(iξ)
∣∣ ≤ C(t).

Theorem 2.1.9. Under the Assumption 2.1.8, for h ∈ Hs(Rd) and f ∈
L1([0, T ];Hs(Rd)), the formula (2.1.16) defines a fonction u ∈ C0([0, T ];Hs(Rd)
which satisfies (2.1.1) together with the bounds

(2.1.18)
∥∥u(t)

∥∥
Hs ≤ C(t)

∥∥h
∥∥
Hs +

∫ t

0
C(t− t′)

∥∥f(t′)
∥∥
Hsdt

′.

Proof. Assumption (2.1.18) implies that
∣∣e−tA(iξ)ĥ(ξ)

∣∣ ≤ C(t)
∣∣ĥ(ξ)

∣∣.
Thus, by Lebesgues’ dominated convergence theorem, if h ∈ L2, the mapping
t 7→ û0(t, ·) = û0(t, ·) = e−tA(i·)ĥ(·) is continuous from [0,+∞[ to L2(Rd).
Thus, u0 = F

−1u ∈ C0([0,+∞[;L2(Rd). Moreover:

∥∥u(t)
∥∥
L2 =

1√
(2π)n

∥∥û(t)
∥∥
L2 ≤ C(t)√

(2π)n

∥∥ĥ
∥∥
L2 = C(t)

∥∥ĥ
∥∥
L2 .

Similarly, the function v̂(t, t′, ξ) = e(t
′−t)A(iξ)f̂(t′, ξ) satisfies

∥∥v̂(t, t′, ·)
∥∥
L2 ≤ C(t− f ′)

∥∥f̂(t′, ·)
∥∥
L2 .

Therefore, Lebesgues’ dominated convergence theorem implies that

û1(t, ξ) =

∫ t

0
v̂(t, t′, ξ)dt′

belongs to C0([0, T ];L2(Rd)) and satisfies

∥∥û1(t)
∥∥
L2 ≤

∫ t

0
C(t− t′)

∥∥f̂(t′)
∥∥
L2dt

′.

Taking the inverse Fourier transform, u1 = F
−1û1 belongs to C0([0, T ];L2(Rd))

and satisfies ∥∥u1(t)
∥∥
L2 ≤

∫ t

0
C(t− t′)

∥∥f(t′)
∥∥
L2dt

′.

There are completely similar estimates in Hs. Adding u0 and u1, the theo-
rem follows.
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2.2 Examples

2.2.1 The heat equation

It reads

(2.2.1) ∂tu− ∆xu = f, u|t=0 = h.

On the Fourier side, it is equivalent to

(2.2.2) ∂tû+ |ξ|2û = f̂ , û|t=0 = ĥ.

and the solution is

(2.2.3) û(t, ξ) = e−t|ξ|
2

ĥ(ξ) +

∫ t

0
e(t

′−t)|ξ|2 f̂(t′, ξ)dt′.

Remark 2.2.1. The Theorem 2.1.9 can be applied, showing that the Cauchy
problem is well posed. However, it does not give the optimal results : the
smoothing properties of the heat equation can be also deduced from the
explicit formula (2.2.3), using the exponential decay of e−t|ξ|

2

as |ξ| → ∞,
while Theorem 2.1.9 only uses that it is uniformly bounded.

2.2.2 Schrödinger equation

A basic equation from quantum mechanics is:

(2.2.4) ∂tu− i∆xu = f, u|t=0 = h.

Note that this equation is also very common in optics and in many other
fields, as it appears as a canonical model in the so-called paraxial approxi-
mation, used for instance to model the dispersion of light along long propa-
gations.

The Fourier transform of (2.2.4) reads

(2.2.5) ∂tû− i|ξ|2û = f̂ , û|t=0 = ĥ.

The solution is

(2.2.6) û(t, ξ) = eit|ξ|
2

ĥ(ξ) +

∫ t

0
e(t−t

′)|ξ|2 f̂(t′, ξ)dt′.

Since
∣∣eit|ξ|2

∣∣ = 1, the Theorem 2.1.9 can be applied, both for t ≥ 0 and
t ≤ 0, showing that the Cauchy problem is well posed in Sobolev spaces.
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2.2.3 The wave equation

It is second order, but the idea is similar.

(2.2.7) ∂2
t u− ∆xu = f, u|t=0 = h0, ∂tu|t=0 = h1.

By Fourier

(2.2.8) ∂2
t û+ |ξ|2û = f̂ , û|t=0 = ĥ0, ∂tû|t=0 = ĥ1.

(2.2.9)

û(t, ξ) = cos(t|ξ|)ĥ0(ξ) +
sin(t|ξ|)

|ξ| ĥ1(ξ)

+

∫ t

0

sin((t− t′)|ξ|)
|ξ| f̂(t′, ξ)dt′.

Theorem 2.2.2. For h0 ∈ Hs+1(Rd), h1 ∈ Hs(Rd) and f ∈ L1([0, T ];Hs(Rd)),
(2.1.16) defines u ∈ C0([0, T ];Hs+1(Rd) such that ∂tu ∈ C0([0, T ];Hs+1(Rd),
u is a solution of (2.2.7) and

(2.2.10)

∥∥u(t)
∥∥
Hs+1 ≤

∥∥h0

∥∥
Hs+1 + 2(1 + t)

∥∥h1

∥∥
Hs

+ 2(1 + t)

∫ t

0

∥∥f(t′)
∥∥
Hsdt

′.

(2.2.11)
∥∥∂tu(t), ∂xju(t)

∥∥
Hs ≤

∥∥h0

∥∥
Hs+1 +

∥∥h1

∥∥
Hs+1 +

∫ t

0

∥∥f(t′)
∥∥
Hsdt

′.

Preuve. The estimates (2.2.10) follow from the inequalities

(2.2.12)
∣∣ cos(t|ξ|)

∣∣ ≤ 1,
∣∣sin(t|ξ|)

|ξ|
∣∣ ≤ min{t, 1

|ξ|} ≤
√

2(1 + t)√
1 + |ξ|2

.

Moreover,

(2.2.13)

∂tû(t, ξ) = −|ξ| sin(t|ξ|)ĥ0(ξ)+ cos(t|ξ|)ĥ1(ξ)

+

∫ t

0
cos((t− t′)|ξ|)f̂(t′, ξ)dt′.

Bounding | sin | and | cos | by 1 implies the estimates (2.2.11) for ∂tu. Simi-
larly, the Fourier transform of vj = ∂xju is

(2.2.14)

v̂j(t, ξ) = iξj cos(t|ξ|)ĥ0(ξ)+i
ξj sin(t|ξ|)

|ξ| ĥ1(ξ)

+ i

∫ t

0

ξj sin((t− t′)|ξ|)
|ξ| f̂(t′, ξ)dt′.
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Since | sin |, | cos | and
|ξj |
|ξ| are bounded by 1, this implies that ∂xju satisfies

(2.2.11).

2.3 First order systems: hyperbolicity

2.3.1 The general formalism

Consider a N ×N systems

(2.3.1) ∂tu+
n∑

j=1

Aj∂xju = f, u|t=0 = h,

where u(t, x), f(t, x) et h(x) take their values in RN (or CN ). The coordi-
nates are denoted by (u1, . . . , uN ), (f1, . . . , fN ), (h1, . . . , hN ). The Aj are
N ×N constant matrices.

After Fourier transform the system reads:

(2.3.2) ∂tû+ iA(ξ)û = f̂ , û|t=0 = ĥ,

with

(2.3.3) A(ξ) =

n∑

j=1

ξjAj .

The solution of (2.3.2) is given by

(2.3.4) û(t, ξ) = e−itA(ξ)ĥ(ξ) +

∫ t

0
ei(t

′−t)A(ξ)f̂(t′, ξ)dt′.

2.3.2 Strongly hyperbolic systems

Following the general discussion, the problem is to give estimates for the
exponentials e−itA(ξ) = eiA(−tξ). The next lemma is immediate.

Lemma 2.3.1. For the exponential eiA(ξ) to have at most a polynomial
growth when |ξ| → ∞, it is necessary that for all ξ ∈ Rd the eigenvalues of
A(ξ) are real.

In this case, the system is said to be hyperbolic.

From Theorem 2.1.9 we know that the problem is easily solved when the
condition (2.1.17) is satisfied. Taking into account the homogeneity of A(ξ),
leads to the following definition.
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Definition 2.3.2. The system (2.3.1) is said to be strongly hyperbolic if
there is a constant C such that

(2.3.5) ∀ξ ∈ R
d,

∣∣eiA(ξ)
∣∣ ≤ C.

The norm used on the space of N×N matrices is irrelevant. To fix ideas,
on can equip CN with the usual norm

(2.3.6)
∣∣u

∣∣ =
( N∑

k=1

|uk|2
) 1

2

.

The associated norm for N ×N matrices M is

(2.3.7)
∣∣M

∣∣ = sup
{u∈CN ,|u|=1}

∣∣Mu
∣∣

By homogeneity, (2.3.5) is equivalent to

(2.3.8) ∀t ∈ R, ∀ξ ∈ R
d,

∣∣eitA(ξ)
∣∣ ≤ C.

Lemma 2.3.3. The system is strongly hyperbolic if and only if
i) for all ξ ∈ Rd the eigenvalues of A(ξ) are real and semi-simple,
ii) there is a constant C such that for all ξ ∈ Rd the eigenprojectors

of A(ξ) have a norm bounded by C.

Proof. Suppose that the system is strongly hyperbolic. If A(ξ) has a non
real or real and not semi-simple eivengalue then eiA(±tξ) is not bounded as
t → ∞. Thus A satisfies i). Moreover, the eigenprojector associated to the
eigenvalue λ is

Π = lim
T→∞

1

2T

∫ T

−T
e−isλ eiA(sξ) ds .

Thus (2.3.8) implies that |Π| ≤ C.
Conversely, if A satisfies i) then

(2.3.9) A(ξ) =
∑

j

λj(ξ)Πj(ξ)

where the λj ’s are the real eigenvalues with eigenprojectors Πj(ξ). Thus

(2.3.10) eiA(ξ) =
∑

j

eiλj(ξ)Πj(ξ).

Therefore, ii) implies that |eiA(ξ)| ≤ NC.
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2.3.3 Symmetric hyperbolic systems

A particular case of matrices with real eigenvalues and bounded exponentials
are real symmetric (or complex self-adjoint). More generally, it is sufficient
that they are self- adjoint for some hermitian scalar product on CN .

Definition 2.3.4. i) The system (2.3.1) is said to be hyperbolic symmetric
if for all j the matrices Aj are self adjoint.

ii) The system (2.3.1) is said to be hyperbolic symmetrizable if there exists
a self-adjoint matrix S, positive definite, such that for all j the matrices SAj
are self adjoint.

In this case S is called a symmetrizer.

Theorem 2.3.5. If the system is hyperbolic symmetrizable it is strongly
hyperbolic.

Proof. a) If S is self-adjoint, there is a unitary matrix Ω such that

(2.3.11) S = Ω−1DΩ, D = diag(λ1, . . . , λN )

with λk ∈ R. Therefore,

eitSΩ−1eitDΩ, eitD = diag(eitλ1 , . . . , eitλN ).

Because the λk are real, eitD and hence eitS are unitary. In particular,∣∣eitS
∣∣ = 1.
b) If the system is symmetric, then for all ξ ∈ Rd, A(ξ) is self adjoint.

Thus

(2.3.12)
∣∣eiA(ξ)

∣∣ = 1.

c) Suppose that the system is symmetrizable, with symmetrizer S. Since
S is definite positive, its eigenvalues are positive. Using (2.3.11), this allows
to define

(2.3.13) S
1

2 = Ω−1D
1

2 Ω, D
1

2 = diag(
√
λ1, . . . ,

√
λN ).

There holds

(2.3.14) A(ξ) = S− 1

2S− 1

2SA(ξ)S− 1

2S
1

2 = S− 1

2B(ξ)S
1

2 .

Thus A(ξ) is conjugated to B(ξ) and

(2.3.15) eiA(ξ) = S− 1

2 eiB(ξ)S
1

2 .
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Since SA(ξ) is self-adjoint, B(ξ) = S− 1

2SA(ξ)S− 1

2 is also self-adjoint and∣∣eiB(ξ)
∣∣ = 1. Therefore,

(2.3.16)
∣∣eiA(ξ)

∣∣ ≤
∣∣S− 1

2

∣∣ ∣∣S 1

2

∣∣

implying that (2.3.5) is satisfied.

Example 2.3.6. Maxwell equations, linearized Euler equations, equations of
acoustics, linearized MHD introduced in Chapter 1 are hyperbolic symmetric
or symmetrizable.

2.3.4 Smoothly diagonalizable systems, hyperbolic systems
with constant multiplicities

Property i) in Lemma 2.3.3 says that for all ξ, A(ξ) has only real eigenvalues
and can be diagonalized. This does not necessarily imply strong hyperbol-
icity: the existence of a uniform bound for the eigenprojectors for |ξ| = 1
is a genuine additional condition. For extensions to systems with variable
coefficients, an even stronger condition is required :

Definition 2.3.7. The system (2.3.1) is said to be smoothly diagonalizable
is there are real valued λj(ξ) and projectors Πj(ξ) which are real analytic
functions of ξ on the unit sphere, such that A(ξ) =

∑
λj(ξ)Πj(ξ).

In this case, continuity of the Πj implies boundedness on Sd−1 and there-
fore:

Lemma 2.3.8. If (2.3.1) is smoothly diagonalizable, then it is strongly hy-
perbolic.

Definition 2.3.9. The system (2.3.1) is said to be strictly hyperbolic if for
all ξ 6= 0, A(ξ) has N distinct real eigenvalues.

It is said to be hyperbolic with constant multiplicities if for all ξ 6= 0, A(ξ)
has only real semi-simple eigenvalues which have constant mutliplicities.

In the strictly hyperbolic case, the multiplicities are constant and equal
to 1. Standard perturbation theory of matrices implies that eigenvalues of
local constant multiplicity are smooth (real analytic) as well as the corre-
sponding eigenprojectors. Therefore:

Lemma 2.3.10. Hyperbolic systems with constant multiplicities, and in par-
ticular strictly hyperbolic systems, are smoothly diaganalizable and therefore
strongly hyperbolic.

35



2.3.5 Existence and uniqueness for strongly hyperbolic sys-
tems

Applying Theorem 2.1.9 immediately implies the following result.

Theorem 2.3.11. If (2.3.1) is strongly hyperbolic, in particular if it is hy-
perbolic symmetrizable, then for all h ∈ Hs(Rd) and f ∈ L1([0, T ];Hs(Rd)),
(2.3.4) defines u ∈ C0([0, T ];Hs(Rd) which satisfies (2.3.1) and the esti-
mates

(2.3.17)
∥∥u(t)

∥∥
Hs ≤ C

∥∥h
∥∥
Hs + C

∫ t

0

∥∥f(t′)
∥∥
Hsdt

′.

2.4 Higher order systems

The analysis of Section 1 can be applied to all systems with constant coef-
ficients. We briefly study two examples.

2.4.1 Systems of Schrödinger equations

Extending (2.2.4), consider a N ×N system

(2.4.1) ∂tu− i
∑

j,k

Aj,k∂xj∂xk
u+

∑

j

Bj∂xju = f, u|t=0 = h.

On the Fourier side, it reads:

(2.4.2) ∂tû+ iP (ξ)û = f̂ , û|t=0 = ĥ

with

(2.4.3) P (ξ) :=
∑

j,k

ξjξkAj,k +
∑

j

ξjBj := A(ξ) +B(ξ).

The Assumption 2.1.8 is satisfied when there are C and γ such that for t > 0
and ξ ∈ Rd:

(2.4.4)
∣∣e−itP (ξ)

∣∣ ≤ Ceγt.

Case 1 : B = 0. Then P (ξ) = A(ξ) is homogeneous of degree 2 and the
discussion can be reduced to the sphere {|ξ| = 1}. Again, a necessary and
sufficient condition is that the eigenvalues of A(ξ) are real, semi-simple and
the eigenprojectors are uniformly bounded.
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Case 2 : B 6= 0. The discussion of (2.4.4) is much more delicate
since the first order perturbation B can induce perturbations of order O(|ξ|)
in the spectrum of A. For instance, in the scalar case (N = 1), P (ξ) =
A(ξ) +B(ξ) ∈ C and a necessary and sufficient condition for (2.4.4) is that
for all ξ, A(ξ) and B(ξ) are real.

When N ≥ 2, a sufficient condition is that A and B are real symmet-
ric (or self-adjoint), since then eitP (ξ) is unitary. In the general case, |ξ|
large, the spectrum of P (ξ) is a perturbation of the spectrum of A(ξ) and
therefore a necessary condition is that the eigenvalues of A(ξ) must be real.
Suppose the eigenvalues of that A(ξ) have constant multiplicity so that A(ξ)
is smoothly diagonalizable:

(2.4.5) A(ξ) =
∑

λj(ξ)Πj(ξ)

where the distinct eigenvalue λj are smooth and homogeneous of degree 2
and the eigenprojectors Πj are smooth and homogeneous of degree 0. Then,
for ξ large, one can block diagonalize P : with

(2.4.6) Ω = Id +
∑

j 6=k

(λk − λj)
−1ΠjBΠk = Id +O(|ξ|−1)

there holds

(2.4.7) Ω−1PΩ =
∑

λjΠj + ΠjBΠj +O(1).

Therefore, for (2.4.4) to be valid, it is necessary and sufficient that for all j:
i) λj is real,
ii) eitΠjBΠj is bounded.

This discussion is made in more details in Part III and extended to
systems with variable coefficients.

2.4.2 Elasticity

Consider a second order system

(2.4.8) ∂2
t u−

∑

j,k

Aj,k∂xj∂xk
u = f, u|t=0 = h0, ∂tu|t=0 = h1.

On the Fourier side, it reads

(2.4.9) ∂2
t û+A(ξ)û = f̂ , û|t=0 = ĥ0, ∂tû|t=0 = ĥ1.

with A(ξ) :=
∑
ξjξkAj,k. The analysis performed for the wave equation can

is easily extended to the case where
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Assumption 2.4.1. For all ξ 6= 0, A(ξ) has only real and positive eigen-
values λj(ξ) and the eigenprojectors Πj(ξ) are uniformly bounded.

For instance, this assumption is satisfied whenA(ξ) is self-adjoint definite
positive for all ξ.

Under the assumption above, the square root

K(ξ) =
∑

λ
1

2

j (ξ)Πj(ξ)

is well defined and homogeneous of degree 1 in ξ. Moreover, K(ξ) is invert-
ible for ξ 6= 0 and K−1 is homogeneous of degree −1. The matrices

eitK(ξ) =
∑

eitλj(ξ)Πj(ξ)

uniformly bounded as well as the matrices cos(tK) and ∼ (tK). The solution
of (2.4.9) is

(2.4.10)

û(t, ξ) = cos(tK(ξ))ĥ0(ξ) + sin(tK(ξ))K−1(ξ)ĥ1(ξ)

+

∫ t

0
sin((t− t′)K(ξ))K−1(ξ)f̂(t′, ξ)dt′.

This implies that that Cauchy problem for (2.4.8) is well posed in Sobolev
spaces, in the spirit of Theorem 2.2.2.
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Chapter 3

The Method of Symmetrizers

In this chapter, we present the general principles of the method of proof of
energy estimates using multipliers. To illustrate the method, we apply it
to case of constant coefficient hyperbolic systems, where the computations
are simple, explicit and exact. Of course, in this case, the estimates for
the solutions were already present in the previous chapter, obtained from
explicit representations of the solutions using Fourier synthesis. These ex-
plicit formula do not extend (easily) to systems with variable coefficients,
while the method of symmetrizers does. In this respect, this chapter is an
introduction to Part III. The constant coefficients computations will serve
as a guideline in the more complicated case of equations with variable coef-
ficients, to construct symbols, which we will transform into operators using
the calculus of Part II.

3.1 The method

Consider an equation or a system

(3.1.1)

{
∂tu+A(t)u = f on [0, T ] × Rd,
u|t=0 = h on Rd.

where A(t) = A(t, x, ∂x) is a differential operator in x depending on time:

(3.1.2) A(t, x, ∂x) =
∑

Aα(t, x)∂αxu

The “method” applies to abstract Cauchy problems (3.1.1) where u and
f are functions of time t ∈ [0,∞[ with values in some Hilbert space H
and A(t) is a C1 family of (possibly unbounded) operators defined on D,
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dense subspace of H. Typically, for our applications H = L2(Rd; CN ) and
D = Hm(Rd) where m is the order of A.

Definition 3.1.1. A symmetrizer is a family of C1 functions t 7→ S(t)
with values in the space of bounded operators in H such that there are real
numbers C ≥ c > 0, C1 and λ such that

∀t ∈ [0, T ] , S(t) = S(t)∗ and c Id ≤ S(t) ≤ C Id ,(3.1.3)

∀t ∈ [0, T ] ,
∣∣∂tS(t)

∣∣ ≤ C1 ,(3.1.4)

∀t ∈ [0, T ] , ReS(t)A(t) ≥ −λId .(3.1.5)

In (3.1.3), S∗(t) is the adjoint operator of S(t). The notation ReT =
1
2(T + T ∗) is used in (3.1.5) for the real part of an operator T . When T
is unbounded, the meaning of ReT ≥ λ, is that all u ∈ D belongs to the
domain of T and satisfies

(3.1.6) Re
(
Tu, u

)
H
≥ −λ|u|2 ,

where ( · )H is the scalar product in H. The property (3.1.5) has to be
understood in this sense.

For u ∈ C1([0, T ];D), taking the scalar product of Su with the equation
(3.1.1) yields:

(3.1.7)
d

dt

(
S(t)u(t), u(t)

)
H

+
(
K(t)u(t), u(t)

)
H

= 2Re
(
S(t)f(t), u(t)

)
H
,

where

(3.1.8) K(t) = 2ReS(t)A(t) − ∂tS(t).

Denote by

(3.1.9) E(u(t)) =
(
S(t)u(t), u(t)

)
H

the energy of u at time t. By (3.1.3),

(3.1.10) c
∥∥u(t)

∥∥2

H
≤ E(u(t)) ≤ C

∥∥u(t)
∥∥2

H
.

Moreover, by Cauchy-Schwarz inequality,

(3.1.11) Re
(
S(t)f(t), u(t)

)
H
≤ E(u(t))

1

2 E(f(t))
1

2 .

Similarly, by (3.1.5) and (3.1.4), there holds

(3.1.12)
(
K(t)u(t), u(t)

)
H
≥ −(C1 + 2λ)

∥∥u(t)
∥∥2

H
≥ −2γE(u(t))
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with

(3.1.13) γ =
1

2c
(C1 + 2λ).

Therefore:

(3.1.14)
d

dt
E(u(t)) ≤ 2γE(u(t)) + 2E(u(t))

1

2 E(f(t))
1

2 .

Hence:

Lemma 3.1.2. If S is a symmetrizer, then for all u ∈ C1
0 ([0,∞[;H) ∩

C0([0,∞[;D) there holds

(3.1.15) E(u(t))
1

2 ≤ eγtE(u(0))
1

2 +

∫ t

0
eγ(t−t

′)E(f(t′))
1

2dt′

where f(t) = ∂tu+A(t)u(t) and γ is given by (3.1.13).

3.2 The constant coefficients case

3.2.1 Fourier multipliers

Consider a constant coefficient system

(3.2.1)

{
∂tu+A(∂x)u = f on [0, T ] × Rd,
u|t=0 = h on Rd,

where

(3.2.2) A(∂x) =
∑

Aα∂
α
xu

After spatial Fourier transform, the system reads

(3.2.3)

{
∂tû+A(iξ)û = f̂ on [0, T ] × Rd,

û|t=0 = ĥ on Rd.

It is natural to look for symmerizers that are defined on the Fourier side.

Proposition 3.2.1. Suppose that p(ξ) is a measurable function on Rd such
that for some m ∈ R:

(3.2.4) (1 + |ξ|2)−m
2 p ∈ L∞(Rd).
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Then the operator

(3.2.5) p(Dx)u := F
−1

(
pû

)

is bounded from Hs(Rd) to Hs−m(Rd) for all s and

(3.2.6)
∥∥p(Dx)u

∥∥
Hs−m ≤

∥∥(1 + |ξ|2)−m
2 p

∥∥
L∞

∥∥u
∥∥
Hs .

This extends immediately to vector valued functions and matrices p.

Definition 3.2.2. A function p satisfying (3.2.4) is called a Fourier multi-
plier of order ≤ m and p(Dx) is the operator of symbol p(ξ).

The definition (3.2.5) and Plancherel’s theorem immediately imply the
following.

Proposition 3.2.3 (Calculus for Fourier Multipliers). i) If p and q are
Fourier multipliers, then

(3.2.7) p(Dx) ◦ q(Dx) = (pq)(Dx).

ii) Denoting by p∗(ξ) the adjoint of the matrix p(ξ), then the adjoint of
p(Dx) in L2 is

(3.2.8)
(
p(Dx)

)∗
= p∗(Dx).

iii) If p is a self adjoint matrix of Fourier multipliers, then p(Dx) ≥ cId
in the sense of self adjoints operators in L2 if and only if for all ξ p(ξ) ≥ cId
in the sense of self-adjoint matrices.

An immediate corollary of this calculus is the following

Proposition 3.2.4. For S(Dx) to be a symmetrizer of (3.2.1) it is necessary
and sufficient that there exist constants C ≥ c > 0 and λ such that

∀ξ ∈ R
d , S(ξ) = S(ξ)∗ and c Id ≤ S(ξ) ≤ C Id ,(3.2.9)

∀ξ ∈ R
d , ReS(ξ)A(iξ) ≥ −λId .(3.2.10)

3.2.2 The first order case

Consider a N ×N first order system:

(3.2.11) Lu := ∂tu+
d∑

j=1

Aj∂xju
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Theorem 3.2.5. i) The system L has a symmetrizer S(Dx) associated to a
Fourier multiplier S(ξ) homogeneous of degree 0 if and only if it is strongly
hyperbolic.

ii) The symbol S can be taken constant independent of ξ if and only if
the system is symmetrizable.

Proof. If S(ξ) satisfies (3.2.10), then by homogeneity and evenness

(3.2.12) Im
(
S(ξ)A(ξ)

)
= 0 i.e.

(
S(ξ)A(ξ)

)∗
= S(ξ)A(ξ).

This means that A(ξ) is self-adjoint with respect to the scalar product as-
sociated to S(ξ). Thus the eigenvalues of A(ξ) are real and semi-simple and
the eigenprojectors are of norm ≤ 1 in this hermitian structure. By (3.2.9),
they are uniformly bounded.

Conversely, if L is strongly hyperbolic then

(3.2.13) A(ξ) =
∑

λj(ξ)Πj(ξ), Id =
∑

Πj(ξ)

where the λj are real and the Πj are uniformly bounded projectors such
that ΠjΠk = δj,kΠj . The matrix

(3.2.14) S(ξ) =
∑

Π∗
jΠj(ξ)

is self-adjoint and

(3.2.15) S(ξ)A(ξ) =
∑

j,k

λj(ξ)Π
∗
kΠk(ξ)Πj(ξ) =

∑

j

λj(ξ)Π
∗
j (ξ)Πj(ξ)

is self-adjoint. Moreover, since |u| ≤ ∑ |Πju|,

1

N
|u|2 ≤

∑
|Πju|2 = Su · u ≤ N max |Πj |2|u|2

thus S satisfies (3.2.9).
Property ii) is just a rephrasing of the definition of symmetrizability.

3.3 Hyperbolic symmetric systems

In this section, we briefly discuss the case of symmetric hyperbolic systems,
as a first application of the method of symmetrizers.
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3.3.1 Assumptions

Consider a first order N ×N linear system:

(3.3.1) ∂tu+
d∑

j=1

Aj(t, x)∂xju+B(t, x)u = f, u|t=0 = h,

Assumption 3.3.1. The coefficients of the matrices Aj are of class C1,
bounded with bounded derivatives on [0, T ] × Rd. The coefficients of B are
bounded on [0, T ] × Rd.

Assumption 3.3.2. There is a matrix S(t, x) such that
- its coefficients are of class C1, bounded with bounded derivatives

on [0, T ] × Rd.
- for all (t, x) ∈ [0, T ] × Rd, S(t, x) is self-adjoint and positive defi-

nite,
- S−1 is bounded on [0, T ] × Rd,
- for all j and all (t, x) ∈ [0, T ] × Rd, the matrices SAj are self-

adjoint.

S is called a symmetrizer.
Maxwell equations or equations of acoustics presented in Chapter 1 are

examples of symmetric systems.
Until the end of this section, the Assumptions 3.3.1 and 3.3.2 are sup-

posed to be satisfied.

3.3.2 Existence and uniqueness

We give here without proof the classical existence and uniqueness theorem
concerning hyperbolic-symmetric systems (see [Fr1, Fr2]). For a proof, we
refer to Chapter 6.

Theorem 3.3.3. For h ∈ L2(Rd) and t f ∈ L1([0, T ];L2(Rd)), the Cauchy
problem (3.3.1) has a unique solution u ∈ C0([0, T ];L2(Rd).

Moreover, there is C independent of the data f and h, such that for all
t ∈ [0, T ]:

(3.3.2)
∥∥u(t)

∥∥
L2 ≤ C

∥∥h
∥∥
L2 + C

∫ t

0

∥∥f(t′)
∥∥
L2dt

′.
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3.3.3 Energy estimates

We use the method of symmetrizers to prove energy estimates for the (smooth)
solutions of (3.3.1). As shown in Chapter 6, these estimates are the key point
in the proof of Theorem 3.3.3.

For simplicity, we assume that the coefficients of the equations and of
the symmetrizer are real and we restrict ourselves to real valued solutions.
We denote by u · v the scalar product of u and v taken in RN .

In many applications, for a function u with values in RN , the S(t, x)u(t, x)
)
·

u(t, x) often corresponds to an energy density. It satisfies:

Lemma 3.3.4. For u ∈ C1, there holds

(3.3.3) ∂t(Su · u) +
d∑

j=1

∂xj (SAju · u) = 2Sf · u+ 2Ku · u

with

f = ∂tu+
d∑

j=1

SAj∂xju+Bu(3.3.4)

K = ∂tS +
d∑

j=1

∂xj (SAj) − SB.(3.3.5)

Proof. The chain rule implies

∂(Gu · u) = (G∂u) · u+Gu · (∂u) + (∂G)u · u.

When G is real symmetric, the first two terms are equal. Using this identity
for G = S, ∂ = ∂t and G = SAj , ∂ = ∂xj implies (3.3.4).

Consider a domain Ω ⊂ [0, T ] × Rd. Denote by Ωτ the truncated sub-
domain Ωτ = Ω ∩ {t ≤ τ} and by ωt the slices ωt = {x : (t, x) ∈ Ω}. The
boundary of Ωτ is made of the upper and lower slices ωτ and ω0 and of a
lateral boundary Στ .

For instance when Ω is a cone

(3.3.6) Ω =
{
(t, x) : 0 ≤ t ≤ T, |x| + µt ≤ R

}
,

for t ≤ min{T,R/µ} the slices are the balls

(3.3.7) ωt =
{
x : |x| ≤ R− µt

}
,
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and the lateral boundary is

(3.3.8) Στ =
{
(t, x) : 0 ≤ t ≤ τ, |x| + µt = R

}

Integrating (3.3.3) over Ωτ , Green’s formula implies that

Lemma 3.3.5. With notations as in Lemma 3.3.4, there holds

(3.3.9)

∫

ωτ

Su · udx =

∫

ω0

Su · udx−
∫

Στ

Gu · u dσ

+ 2

∫

Ωτ

(Sf · u+Ku · u)dtdx

where dσ is the surface element on Στ and for (t, x) ∈ Στ ,

(3.3.10) G = ν0S +
n∑

j=1

νjSAj .

where ν = (ν0, ν1, . . . , νn) is the unit outward normal to Στ .

In the computation above, one can take Ω = [0, T ] × Rd. In this case
there is no lateral boundary Σ, but integrability conditions at infinity are
required. They are satisfied in particular when u has a compact support in
x. Therefore

Lemma 3.3.6. For u of class C1 with compact support in [0, T ]×Rd, there
holds

(3.3.11)

∫

Rd

(Su·u)|t=τdx =

∫

Rd

(Su·u)|t=0dx+2

∫

[0,τ ]×Rd

(Sf ·u+Ku·u)dtdx

This is indeed a particular case of the identity (3.1.7) integrated between
0 and τ . Introduce the global energy at time t of u:

(3.3.12) E(t;u) =

∫

Rd

S(t, x)u(t, x) · u(t, x)dx

Theorem 3.3.7. There is a constant C such that for all u of class C1 with
compact support in [0, T ] × Rd, there holds for t ∈ [0, T ]:

(3.3.13) E(t;u)
1

2 ≤ eCtE(0;u)
1

2 +

∫ t

0
eC(t−t′)E(t′; f)dt′.
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Proof. This is indeed a particular case of Lemma 3.1.2.
Since S(t, x) is symmetric definite positive, bounded with bounded in-

verse there are constants m > 0 and M ≥ m such that

(3.3.14) ∀(t, x) ∈ [0, T ]×R
d, ∀h ∈ R

N : m|h|2 ≤ S(t, x)h·h ≤M |h|2.

Therefore:

(3.3.15) ∀t ∈ [0, T ] × R
d : m

∥∥u(t)
∥∥2

L2 ≤ E(t;u) ≤M
∥∥u(t)

∥∥2

L2 .

The Cauchy-Schwarz inequality implies that for all (t, x) and all vectors k
and h :

(3.3.16)
∣∣S(t, x)h · k

∣∣ ≤
(
S(t, x)h · h

) 1

2
(
S(t, x)k · k

) 1

2 .

Taking h = f(t, x) and k = u(t, x), integrating x and using the Cauchy-
Schwarz inequality for the integral implies that

(3.3.17) ∀t ∈ [0, T ] :

∫

Rd

(Sf · u)(t, x)dx ≤ E(t; f)
1

2E(t;u)
1

2 .

The assumptions imply that the matrix K defined in (3.3.5) is bounded.
With (3.3.14), we conclude that there is a constant C such that for all u ∈ C0

with compact support in [0, T ] × Rd, the following estimate is satisfied:

(3.3.18) ∀t ∈ [0, T ] :

∫

Rd

(Ku · u)(t, x)dx ≤ CE(t;u).

Introduce ϕ(t) = E(t;u)
1

2 and ψ(t) = E(t; f)
1

2 . The identity (3.3.11) and
the estimates above imply that

(3.3.19) ϕ(t)2 ≤ ϕ(0)2 + 2

∫ t

0
ψ(t′)ϕ(t′)dt′ + C

∫ t

0
ϕ(t′)2dt′.

This integral inequality implies

(3.3.20) ϕ(t) ≤ e
1

2
Ctϕ(0) +

∫ t

0
e

1

2
C(t−t′)ψ(t′)dt′

that is (3.3.13) with the constant 1
2C.

Proof of (3.3.20). Let y(t) denote the right hand side of (3.3.19). This is a
nonnegative nondecreasing function of t. It is differentiable and

y′(t) = 2ψ(t)ϕ(t) + Cϕ(t)2 ≤ 2ψ(t)
√
y(t) + Cy(t).
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Thus z(t) = e−Cty(t) satisfies

z′(t) ≤ 2e−Ct ψ(t)
√
y(t) = 2e−

1

2
Ctψ(t)

√
z(t).

Therefore √
z(t) ≤

√
z(0) +

∫ t

0
e−

1

2
Ct′ψ(t′)dt′.

and

ϕ(t) ≤
√
y(t) ≤ e

1

2
Ct

(√
z(0) +

∫ t

0
e−

1

2
Ct′ψ(t′)dt′

)
.

Next we turn to local estimates. The key remark is that the boundary
integral over Στ occurring in (3.3.9) can be made ≥ 0 by choosing properly
the domain Ω. For instance:

Lemma 3.3.8. Consider a cone Ω as in (3.3.6). There is µ0 such that for
µ ≥ µ0 the symmetric boundary matrix G given in (3.3.10) is nonnegative.

Proof. The outward unit normal at (t, x) ∈ Σ is

ν0 =
µ√

1 + µ2
, νj =

1√
1 + µ2

xj
|x| .

Since S is uniformly definite positive and the SAj are uniformly bounded, it
is clear that G = ν0S+

∑n
j=1 νjSAj is nonnegative if µ is large enough.

Assuming that µ ≥ µ0, the equality (3.3.9) implies the inequality

(3.3.21)

∫

ωτ

Su · udx ≤
∫

ω0

Su · udx+ 2

∫

Ωτ

(Sf · u+Ku · u)dtdx

From here, one can repeat the proof of Theorem 3.3.7 and show that the
local energy

(3.3.22) EΩ(t, u) =

∫

ωt

S(t, x)u(t, x) · u(t, x) dx

satisfies

Theorem 3.3.9. There is a constant C such that if Ω is the cone (3.3.6)
with µ ≥ µ0 and u is of class C1 there holds for t ∈ [0, T ]:

(3.3.23) EΩ(t;u)
1

2 ≤ eCtEΩ(0;u)
1

2 +

∫ t

0
eC(t−t′)EΩ(t′; f)dt′.

In particular, if f = 0 on Ω and u|t=0 = 0 on ω0, then u = 0 on Ω. This is
the key step in the proof of local uniqueness and finite speed of propagation
for hyperbolic symmetric systems.
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Part II

The Para-Differential
Calculus
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Chapter 4

Pseudo-differential operators

This chapter is devoted to a quick presentation of the language of pseudo-
differential operators, in the most classical sense. The important points in
this chapter are

- the notion of operators and symbol, with the exact calculus when the
symbol are in the Schwartz class;

- the notion of symbols of type (1, 1) as this is the class where the para-
differential calculus takes place;

- Stein’s theorem for the action of operators of type (1, 1);
- the crucial notion of spectral condition for the symbols as this is the

key feature of the para-differential symbols;
- the extension of Stein’s theorem to such operators.

One key idea, coming from harmonic analysis, is to use in a systematic
way the Littlewood-Paley decomposition of functions and operators. In
particular, we start with a characterization of classical function spaces using
the Littlewood-Paley analysis.

4.1 Fourier analysis of functional spaces

Notations: Recall that F denotes the Fourier transform acting on temper-
ate distributions S

′(Rd). We use its properties listed in Theorem 2.1.2.
The spectrum of u is the support of û.

Fourier multipliers are defined by the formula

(4.1.1) p(Dx)u = F
−1(pFu)

provided that the multiplication by p is defined at least form S to S
′. p(Dx)

is the operator associated to the symbol p(ξ).
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Function spaces. Recall the following definitions.

Definition 4.1.1. For s ∈ R, Hs(Rd) is the space of distributions u ∈
S

′(Rd) such that their Fourier transform is locally integrable and

(4.1.2)
∥∥u

∥∥2

Hs(Rd)
:=

1

(2π)d

∫
(1 + |ξ|2)s

∣∣û(ξ)
∣∣2dξ < +∞.

Definition 4.1.2 (Lipschitz and Hölder spaces). i) For m ∈ N we denote by
Wm,∞(Rd) the space of functions u ∈ L∞(Rd) such that all their derivatives
∂αu of order |α| ≤ m belong to L∞(Rd).

ii) For µ ∈]0, 1[, we denote by Wµ,∞(Rd) the space of continuous and
bounded functions on Rd such that

(4.1.3)
[
u
]
µ

:= sup
|u(x) − u(y)|

|x− y|µ < +∞.

iii) for µ > 0, µ /∈ N, denoting by [µ] the greatest integer < µ, the space
Wµ,∞(Rd) is the space of functions in W [µ],∞(Rd) such that their derivatives
∂αu of order |α| = [µ] belong to Wµ−[µ],∞.

iv) For m ∈ N, Cmb (Rd) denotes the space of functions in Wm,∞(Rd)
such that all their derivatives of order ≤ m are continuous.

Remarks 4.1.3. W 1,∞ is the space of bounded and Lipschitz functions on
Rd, that is which satisfy (4.1.3) with µ = 1.

When µ /∈ N, the notationsWµ,∞ is not quite standard for Hölder spaces.
However, it is convenient for us to use the unified notations Wµ,∞ for µ ∈ N

and µ /∈ N.
The definition of spaces Wµ,∞ will be extended to µ < 0 (µ /∈ Z) after

Proposition 4.1.16

All these spaces are equipped with the obvious norms.

4.1.1 Smoothing and approximation.

We list here several useful lemmas concerning the approximation and the
regularization of functions.

We consider in this section families of functions χλ ∈ S (Rd) such that

(4.1.4)

{
∀(α, β) ∈ N

d × N
d, ∃Cα,β :

∀λ ≥ 1, ∀ξ ∈ R
d :

∣∣ξα∂βξ χλ(ξ)
∣∣ ≤ Cα,βλ

|α|−|β|.

Example 4.1.4. Take χ ∈ S and χλ(ξ) = χ(λ−1ξ).
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Remark 4.1.5. The condition (4.1.4) is equivalent to the condition that
the family χ̃λ(ξ) := χλ(λξ) is bounded in S . In the example above χ̃λ = χ
is fixed.

Let ϕλ = F
−1χλ ∈ S (Rd). Then

(4.1.5) χλ(Dx)u(x) =

∫
u(x− y)ϕλ(y)dy.

The remark above implies that ϕλ(x) = λdϕ̃λ(λx) where ϕ̃λ = F
−1χ̃λ is

bounded in S . Therefore, there are constants Cα,β such that

(4.1.6)

∫ ∣∣xα∂βxϕλ(x)
∣∣dx ≤ Cα,β λ

|β|−|α|.

Lemma 4.1.6. Suppose that the family {χλ} satisfies (4.1.4). For all α ∈
Nd, there is a constant Cα such that for all λ > 0, the operators ∂αxχλ(Dx)
are bounded from Lp(Rd) to Lq(Rd) for 1 ≤ p ≤ q ≤ +∞ with norm less

than or equal to Cαλ
|α|+ d

p
− d

q .

Proof. ∂αxχλ(Dx)u is the convolution operator by ∂αxϕλ(x) = λd+|α|(∂αx ϕ̃λ(λx).
Since ϕ̃λ is bounded in S ,

∥∥∂αxϕλ
∥∥
Lr ≤ Cαλ

|α|+d(1− 1

r
)

and the lemma follows from Young’s inequality.

Corollary 4.1.7 (Bernstein’s inequalities). Suppose that a ∈ Lp(Rd) has its
spectrum contained in the ball {|ξ| ≤ λ}. Then a ∈ C∞ and for all α ∈ Nd

and q ≥ p, there is Cα,p,q (independent of λ) such that

(4.1.7) ‖∂αx a‖Lq(Rd) ≤ Cα,p,qλ
|α|+ d

p
− d

q ‖a‖Lp(Rd) .

In particular,

‖∂αx a‖Lp(Rd) ≤ Cαλ
|α|‖a‖Lp(Rd), p = 2, p = ∞,(4.1.8)

‖a‖L∞(Rd) ≤ Cλ
d
2 ‖a‖L2(Rd)(4.1.9)

Proof. Let χ ∈ C∞
0 (Rd) supported in {|ξ| ≤ 2} and equal to 1 for |ξ| ≤ 1.

Then â = χλâ where χλ(ξ) = χ(λ−1ξ). Thus a = χλ(Dx)a and (4.1.7)
follows from the previous Lemma.
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Lemma 4.1.8. Suppose that the family {χλ} satisfies (4.1.4) and that each
χλ vanishes on a neighborhood of the origin. For µ > 0, there is a constant
Cµ such that :

for all u ∈Wµ,∞(Rd), one has the following estimate :

(4.1.10)
∥∥χλ(Dx)u

∥∥
L∞ ≤ Cµ

∥∥u
∥∥
Wµ,∞ λ−µ.

Proof. Note that the estimate follows from Lemma 4.1.6 when λ ≤ 1.
Since χλ vanishes in a neighborhood of the origin, there holds

∫
yαϕλ(y)dy = Dα

ξ χλ(0) = 0.

Therefore, (4.1.5) implies that

(4.1.11) χλ(Dx)u(x) =

∫ (
u(x− y) −

∑

|α|<µ

(−y)α
α!

∂αxu(x)
)
ϕλ(y)dy.

When µ ≤ 1 we use that

(4.1.12)
∣∣u(x− y) − u(x)

∣∣ ≤ C
∥∥u

∥∥
Wµ,∞ |y|µ.

When µ > 1, we use Taylor’s formula at order n = µ − 1 when µ ∈ N and
at order n = [µ] when µ /∈ N. It implies that

(4.1.13)

u(x− y) −
∑

|α|<µ

(−y)α
α!

∂αxu(x)

=
∑

|α|=n

(−y)αn
α!

∫ 1

0
(1 − t)n−1

(
∂αxu(x− ty) − ∂αxu(x)

)
dt

Thus the the integrand in (4.1.11) is O
(
|y|µ ϕλ(y)‖u‖Wµ,∞

)
and therefore

(4.1.14)
∣∣ψλ(Dx)u(x)

∣∣ ≤ C
∥∥u

∥∥
Wµ,∞

∫
|y|µ|ϕλ(y)|dy.

Together with (4.1.6) this implies (4.1.10).

Lemma 4.1.9. Suppose that the family {χλ} satisfies (4.1.4) and that each
χλ is equal to 1 on a neighborhood of the origin. For µ > 0, there is a
constant Cµ such that for all u ∈Wµ,∞ :

(4.1.15)
∥∥u− χλ(Dx)u

∥∥
L∞ ≤ C

∥∥u
∥∥
Wµ,∞ λ−µ
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Proof. The proof is quite similar. The inverse Fourier transform ϕλ now
satisfy

∫
ϕλ(y)du = 1 and

∫
yαϕλ(y)dy = 0 when |α| > 0.

Therefore,

(4.1.16) χλ(Dx)u(x)− u(x) =

∫ (
u(x− y)−

∑

|α|<µ

(−y)α
α!

∂αxu(x)
)
ϕλ(y)dy.

The end of the proof is identical.

Corollary 4.1.10. For all µ > 0, there is a constant C such that for all
λ > 0 and for all a ∈ Wµ,∞ with spectrum contained in {|ξ| ≥ λ}, one has
the following estimate :

(4.1.17)
∥∥a

∥∥
L∞ ≤ C

∥∥a
∥∥
Wµ,∞ λ−µ

Proof. a = a− χ(λ−1Dx)a if χ is equal to 1 near the origin is supported in
the ball of radius 1.

4.1.2 The Littlewood-Paley decomposition in H
s.

Let χ ∈ C∞
0 (Rd) satisfy 0 ≤ χ ≤ 1 and

(4.1.18) χ(ξ) = 1 for |ξ| ≤ 1.1 , χ(ξ) = 0 for |ξ| ≥ 1.9 .

For k ∈ Z, let

(4.1.19) χk(ξ) = χ(2−kξ), ψk = χk − χk−1.

Introduce the operators acting on S
′:

(4.1.20) Sku = F
−1

(
χ(2−kξ)û(ξ)

)

and ∆k = Sk − Sk−1. In particular

(4.1.21) u = S0u+

∞∑

k=1

∆ku
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Proposition 4.1.11. Consider s ∈ R. A temperate distribution u belongs
to Hs(Rd) if and only if

i) u0 := S0u ∈ L2(Rd) and for all k > 0, uk := ∆ku ∈ L2(Rd)
ii) the sequence δk = 2ks‖uk‖L2(Rd) belongs to ℓ2(N).

Moreover, there is a constant C, independent of u, such that

(4.1.22)
1

C
‖u‖2

Hs ≤
( ∑

k

δ2k

)1/2
≤ C‖u‖2

Hs

Proof. In the frequency space there holds

(4.1.23) û =

∞∑

k=1

ûk

Let θ0 = χ0 and θk = ψk for k ≥ 1. Because 0 ≤ θk ≤ 1, there holds
∑ ∣∣ûk(ξ)

∣∣2 =
∑

θ2
k(ξ)

∣∣û(ξ)
∣∣2 ≤

∑
θk(ξ)

∣∣û(ξ)
∣∣2 =

∣∣û(ξ)
∣∣2

On the other hand, every ξ belongs at most to the support of 3 functions
θk. Therefore ∣∣û(ξ)

∣∣2 =
∣∣∣
∑

ûk(ξ)
∣∣∣
2
≤ 3

∑ ∣∣ûk(ξ)
∣∣2.

Summing up, we have proved that

(4.1.24)
∑ ∣∣ûk(ξ)

∣∣2 ≤
∣∣û(ξ)

∣∣2 ≤ 3
∑ ∣∣ûk(ξ)

∣∣2.

Multiplying by (1 + |ξ|2)s, integrating over Rd, and noticing that

(4.1.25)
1

4
22k ≤ 1 + |ξ|2 ≤ 4 22k on the support of θk,

the proposition follows.

Proposition 4.1.12. Consider s ∈ R and R > 0. Suppose that {uk}k∈N is
a sequence of functions in L2(Rd)such that

i) the spectrum of u0 is contained in the ball {|ξ| ≤ R} and for k > 0
the spectrum of uk is contained in

{
1
R2k ≤ |ξ| ≤ R2k

}
.

ii) the sequence δk = 2ks‖uk‖L2(Rd) belongs to ℓ2(N).

Then u =
∑
uk belongs to Hs(Rd) and there is a constant C, independent

of the sequence such that

‖u‖2
Hs ≤ C

( ∑

k

δ2k

)1/2

When s > 0, it is sufficient to assume that the spectrum of uk is contained
in the ball

{
|ξ| ≤ R2k

}
.
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Proof. Define the θj as in the previous proof. By Lemma 4.1.6,
∥∥θj(Dx)uk

∥∥
L2 ≤ C

∥∥uk
∥∥
L2 ≤ C2−ksδk.

Moreover, the spectral assumption in i) implies that θj(Dx)uk = 0 if |k−j| ≥
a = ln(2R)/ ln 2. Thus

(4.1.26)
∥∥θj(Dx)u

∥∥
L2 ≤ C2−jsδ̃j , δ̃j =

∑

|k−j|≤a

2s(j−k)δk

When the spectrum of uk is contained in the ball {|ξ| ≤ R2k}, then
θj(Dx)uk = 0 when j ≥ k+a. Thus the estimate in (4.1.26) is satisfied with

δ̃j =
∑

k≥j−a

2s(j−k)δk.

When s > 0, we see that this sequence (δ̃j) still belongs to ℓ2 as a conse-
quence of Young’s inequality for the convolution of sequences, one in ℓ2, the
other in ℓ1.

We will also use another version where the spectral localization is re-
placed by estimates which mimic this localization.

Proposition 4.1.13. Let 0 < s and let n be an integer, n > s. There is a
constant C such that :

for all sequence (fk)k≥0 in Hn(Rd) satisfying for all α ∈ Nd of length
|α| ≤ n

(4.1.27)
∥∥∂αx fk

∥∥
L2(Rd)

≤ 2k(|α|−s)εk, with (εk) ∈ ℓ2,

the sum f =
∑
fk belongs to Hs(Rd) and

(4.1.28)
∥∥f

∥∥2

Hs(Rd)
≤ C

∞∑

k=0

ε2k.

Proof. Since s > 0, the series
∑
fk converge in L2(Rd) and f̂ =

∑
f̂k. There

holds
∥∥θj(Dx)fk

∥∥
L2 ≤ C

∥∥fk
∥∥
L2 ≤ C2−ksεk,∥∥θj(Dx)fk

∥∥
L2 ≤ C2−nj

∥∥fk
∥∥
Hn ≤ C2−ks2n(k−j)εk.

We use the first estimate when j ≤ k and the second when j > k. Therefore,

(4.1.29)
∥∥θj(Dx)f

∥∥
L2 ≤ C2−js(ε′j + ε′′j )
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with
ε′j =

∑

k≥j

2(j−k)sεk, ε′′j =
∑

k<j

2(n−s)(k−j)εk.

Because s < n, (ε′′j ) belongs to ℓ2 and because s > 0, (ε′j) belongs to

ℓ2.Moreover, their norms are dominated by the ℓ2 norm of the sequence
(εk).

The restriction s > 0 can be dropped when the fk satisfy an appropriate
spectral condition.

Proposition 4.1.14. Let s ∈ R, κ > 0 and let n > s be an integer. There
is a constant C such that :

for all sequence (fk)k≥0 in Hn(Rd) satisfying (4.1.27) and

(4.1.30) suppf̂k ⊂ {ξ : 1 + |ξ| ≥ κ2k},

f =
∑
fk belongs to Hs(Rd) and satisfies (4.1.28)

Proof. The spectral condition implies that there isN such that θj(Dx)fk = 0
when j < k − N . Therefore the estimate (4.1.29) is satisfied with ε′j now
defined by

ε′j =

j+N∑

k=j

2(j−k)sεk.

Noticing that this sequence (ε′j) belongs to ℓ2 when (εk) ∈ ℓ2, implies the
proposition.

The estimates of ‖∆ku‖L2 can be combined with Lemma 4.1.6. In par-
ticular, for u ∈ Hs(Rd) there holds

(4.1.31)
∥∥∆ku

∥∥
L∞ ≤ εk2

−k(s− d
2
)

with {εk} ∈ ℓ2. Summing in k immediately implies the following results.

Proposition 4.1.15 (Sobolev embeddings). i) If s > d
2 , then Hs(Rd) ⊂

L∞(Rd) and there is a constant C such that for u ∈ Hs(Rd):

(4.1.32)
∥∥u

∥∥
L∞ ≤ C

∥∥u
∥∥
Hs .

ii) If s < d
2 , there is a constant C such that for u ∈ Hs(Rd) and all k

(4.1.33)
∥∥Sku

∥∥
L∞ ≤ εk2

k( d
2
−s),

∞∑

k=0

ε2k ≤ C
∥∥u

∥∥2

Hs .
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4.1.3 The Littlewood-Paley decomposition in Hölder spaces.

Proposition 4.1.16. Consider µ > 0, µ /∈ N. A temperate distribution u
belongs to Wµ,∞(Rd) if and only if

i) u0 := S0u ∈ L∞ and for all k > 0, uk := ∆ku ∈ L∞(Rd)
ii) the sequence δk = 2kµ‖uk‖L∞(Rd) belongs to ℓ∞(N).

Moreover, there is a constant C, independent of u, such that

(4.1.34)
1

C

∥∥u
∥∥
Wµ,∞ ≤ sup

k
δk ≤ C

∥∥u
∥∥
Wµ,∞

Proof. By Lemma 4.1.6

∥∥S0u
∥∥
L∞ ≤ C

∥∥u
∥∥
L∞ .

The estimate of ∆ku is a particular case of Lemma 4.1.10.
Conversely, if ‖uk‖L∞ ≤ C2−kµ, then Lemma 4.1.7 implies that for |α| <

µ, ‖∂αuk‖L∞ ≤ C2−k(µ−|α|). This shows that the series
∑
∂αuk converges

uniformly an thus u =
∑
uk ∈ C

[µ]
b . Next, we use that for |α| = [µ]

|∂αuk(x) − ∂αuk(y)| ≤ C2−k(µ−[µ]),

|∂αuk(x) − ∂αuk(y)| ≤ |x− y|‖∇∂αuk‖L∞(y)| ≤ C|x− y|2k(1−µ+[µ]).

We use the first estimate when 2−k ≤ |x− y| and the second when |x− y| <
2−k. Using that 0 < µ− [µ] < 1, the estimates sums in k and we obtain that

∣∣∂αuk(x) − ∂αuk(y)
∣∣ ≤ C ′|x− y|(µ−[µ]),

which proves that u ∈ Cµb .

For µ < 0, µ /∈ Z, we can take the properties i) and ii) as a definition of
the space Wµ,∞:

Definition 4.1.17. Consider µ < 0, µ /∈ Z. A temperate distribution u
belongs to Wµ,∞(Rd) if and only if

i) u0 := S0u ∈ L∞ and for all k > 0, uk := ∆ku ∈ L∞(Rd)
ii) the sequence δk = 2kµ‖uk‖L∞(Rd) belongs to ℓ∞(N).

Using Lemma 4.1.6, one can check that the space does not depend on
the particular choice of the cut-off function defining the Littlewood-Paley de-
composition. There are results analogous to Propositions 4.1.12 and 4.1.13,
but be omit them.
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Remark 4.1.18. The characterization above does not extend to the case
µ ∈ N. However, the second inequality in (4.1.34) is still true. The next
proposition collects several useful results concerning the spaces Wm,∞(Rd),
m ∈ N.

Proposition 4.1.19. There is a constant C such that :
i ) for all u ∈ L∞ and all k ∈ N, one has

‖Sku‖L∞ ≤ C‖u‖L∞ ,

ii) for all u ∈Wm,∞ and all k ∈ N, one has

‖∆ku‖L∞ ≤ C2−km‖u‖W 1,∞ , ‖u− Sku‖L∞ ≤ C2−km‖u‖W 1,∞ .

Proof. i) has already been stated in (4.1.8). The estimates of ∆ku and
u− Sku are particular cases of Lemmas 4.1.6 and 4.1.9.

Finally, we quote the following estimates which will be useful later on.

Proposition 4.1.20. Given a real number r > 0 and an integer n ≥ r,
there is a constant C such that for all k, u ∈ W r,∞ and α ∈ Nd of length
|α| = n: ∥∥∂αxSku

∥∥
L∞ ≤ C2k(n−r)

∥∥u
∥∥
W r,∞

Proof. When r /∈ N, we write Sku = S0u +
∑

1 ≤ j ≤ k∆ju and use the
estimates

(4.1.35)
∥∥∂αxS0u

∥∥
L∞ ≤ C

∥∥u
∥∥
L∞ ,

∥∥∂αx∆ju
∥∥
L∞ ≤ C2j(n−r)

∥∥u
∥∥
W r,∞ .

which follows directly from Proposition 4.1.16 and the Bernstein’s inequali-
ties (4.1.8).

When r ∈ N and |α| = n ≥ r, there are α′ and α′′ such that α =
α′ + α′′ and |α′| = r. Then, from the Bernstein’s inequalities (4.1.8) and
Proposition 4.1.19, we see that

∥∥∂αxSku
∥∥
L∞ ≤ C2n−r

∥∥Sk∂α
′′

x u
∥∥
L∞

≤ C ′2(n−r)
∥∥∂α′′

x u
∥∥
L∞ ≤ C2k(n−r)

∥∥u
∥∥
W r,∞ .
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4.2 The general framework of pseudo-differential
operators

4.2.1 Introduction

Recall that the Fourier multiplier p(Dx) is defined by (4.1.1). It is defined
as soon as the multiplication by p acts from S to S

′. The main properties
of Fourier mulitpliers are that

• p(Dx) ◦ q(Dx) = (pq)(Dx),
•

(
p(Dx)

)∗
= (p)(Dx),

• if p ≥ 0, then p(Dx) is nonnegative as an operator,

The goal of pseudo-differential calculus is to extend the definition (4.1.1)
to symbols p(x, ξ), by the following formula:

(4.2.1)
(
p(x,Dx)u

)
(x) = (2π)−d

∫
eix·ξp(x, ξ)û(ξ)dξ ,

and to show that the properties above remain true, not in an exact sense
but up to remainder terms which are smoother.

4.2.2 Operators with symbols in the Schwartz class

As an introduction, we first study the case of operators defined by symbols
in the Schwartz class. The results will be extended to more general symbols
in the following sections.

For p ∈ S (Rd × Rd) and u ∈ S (Rd), p(x, ξ)û(ξ) and eix·ξp(x, ξ)û(ξ)
belong to S (Rd×Rd) so that the integral in (4.2.1) is convergent and defines
a function in the Schwarz class S (Rd). Substituting the definition of û yields
the convergent integral

(2π)−d
∫
ei(x−y)·ξp(x, ξ)u(y)dξ dy,

so that

(4.2.2)
(
p(x,Dx)u

)
(x) =

∫
(F−1

ξ p)(x, x− y)u(y)dy ,

where F
−1
ξ p ∈ S (Rd × Rd) denotes the inverse Fourier transform of p with

respect to the variables ξ. Thus the kernel K(x, y) = (F−1
ξ p)(x, x − y)

belongs to S (Rd × Rd) and this clearly implies :
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Lemma 4.2.1. If p ∈ S (Rd × Rd), the operator p(x,Dx) extends as a
continuous operator from S

′(Rd) to S (Rd) and for u and v in S
′(Rd):

(4.2.3)
〈
p(x, ∂x)v, u

〉
S (Rd)×S ′(Rd =

〈
K,u⊗ v

〉
S (Rr×Rd)×S ′(Rr×Rd)

.

Conversely, for any K ∈ S (Rd×Rd) the symbol p = FzK(x, x−z), that
is

(4.2.4) p(x, ξ) =

∫
e−iz·ξK(x, x− z)dz,

belongs to S (Rd × Rd). Thus the theory of pseudo-differential operators
with symbols in the Schwarz class S is nothing but the theory of operators
with kernels in the Schwarz class.

On the Fourier side, for u ∈ S the Fourier transform of (4.2.1) is given
by the absolutely convergent integral

(2π)−d
∫
eix·(ξ−η)p(x, ξ)û(ξ)dξ dx,

and therefore

(4.2.5) F
(
p(x,Dx)u

)
(η) = (2π)−d

∫
(Fxp)(η − ξ, ξ)û(ξ)dξ ,

where Fxp ∈ S (Rd × Rd) denotes the Fourier transform of p with respect
to the variables x.

Lemma 4.2.2. If p and q belong to S (Rd×Rd), then p(x,Dx)◦ q(x,Dx) =
r(x,Dx) with

(4.2.6) r(x, ξ) =
1

(2π)d

∫
eiy·ηp(x, ξ + η)q(x+ y, ξ)dydη.

Equivalently

(4.2.7) r(x, ξ) := e−ixξ
(
p(x,Dx)q̃ξ)(x) , q̃ξ(ξ) := eixξq(x, ξ) .

Proof. By (4.2.5),

p(x,Dx) ◦ q(x,Dx)u(x) =
1

(2π)2d

∫
eix·ηp(x, η)(Fxq)(η − ξ, ξ)û(ξ)dξdη

=
1

(2π)d

∫
eix·ξr(x, ξ)û(ξ)dξ
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with

r(x, ξ) =
1

(2π)d

∫
eix·(η−ξ)p(x, η)(Fxq)(η − ξ, ξ)dη

=
1

(2π)d

∫
ei(x−z)·ζp(x, ξ + ζ)q(z, ξ)dzdζ.

The change of variables z = x+y yields (4.2.6) while the change of variables
ζ = ξ′ − ξ yields (4.2.7). Note that all the integrals above are absolutely
convergent and that r ∈ S (Rd × Rd).

We define (p(x,Dx))
∗ as the adjoint of p(x,Dx) acting in L2, that is as

the transposed of p(x, ∂x) for the anti-duality 〈u, v〉:

(4.2.8)
〈(
p(x,Dx)

)∗
u, v

〉
S×S ′ =

〈
u, p(x,Dx)v

〉
S ′×S

.

For u and v in S this means that

(4.2.9)

∫ (
p(x,Dx)

)∗
u, v dx =

∫
u, p(x,Dx)v dx.

Lemma 4.2.3. If p belongs to S (Rd × Rd), then
(
p(x,Dx)

)∗
= r(x,Dx)

with

(4.2.10) r(x, ξ) =
1

(2π)d

∫
e−iy·η p(x+ y, ξ + η)dydη

and

(4.2.11) (Fxr)(η, ξ) = (Fxp)(η, ξ + η).

Proof. By (4.2.2), p(x,Dx) is defined by the kernel K(x, y) = (F−1
ξ p)(x, x−

y) which belongs to the Schwartz class. Its adjoint is defined by the kernel
K∗(x, y) = K(y, x) = (F−1

ξ p)(y, x − y). By (4.2.4) it is associated to the
symbol

r(x, ξ) =

∫
e−iz·ξ(F−1

ξ p)(x− z, z)dz.

Thus

r(x, ξ) =
1

(2π)d

∫
eiz·(η−ξ)p(x− z, η)dzdη

and (4.2.10) follows. Similarly,

(Fxr)(η, ξ) =

∫
e−i(z·ξ+x·η)(F−1

ξ p)(x− z, z)dz

=

∫
e−iz·(ξ+η)(F−1

ξ Fxp)(η, z)dzdx = (Fxp)(η, ξ + η).
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4.2.3 Pseudo-differential operators of type (1, 1)

Definition 4.2.4. For m ∈ R, Sm1,1 is the space of functions p, C∞ on

Rd × Rd such that for all (α, β) ∈ Nd × Nd, there is Cα,β such that

(4.2.12) ∀(x, ξ) ∈ R
d × R

d,
∣∣∣∂αx ∂βξ p(x, ξ)

∣∣∣ ≤ Cα,β (1 + |ξ|)m+|α|−|β| .

Sm1,0 is the subspace of symbols p such that for all (α, β) ∈ Nd×Nd, there
is Cα,β such that

(4.2.13) ∀(x, ξ) ∈ R
d × R

d,
∣∣∣∂αx ∂βξ p(x, ξ)

∣∣∣ ≤ Cα,β (1 + |ξ|)m−|β| .

The best constant in (4.2.12) and (4.2.13) define semi-norms, to that
Sm1,1 and Sm1,0 are equipped with natural topologies. In particular, a family
of symbols pk is said to be bounded in Sm1,1 [resp. Sm1,0] if they satisfy the
estimates (4.2.12) [resp. (4.2.13) ] with constants Cα,β independent of k.

Examples 4.2.5. • Smooth homogeneous functions of degree m, h(ξ) , are
symbols of degree m for |ξ| ≥ 1. Thus χ(ξ)h(ξ) ∈ Sm1,0 if χ ∈ C∞(Rd) is
equal to 1 outside a ball and vanishes near the origin.

• If χ ∈ C∞
0 (Rd) , then for all λ ≥ 1, χλ(ξ) := χ(λ−1ξ) is a symbol of

degree 0 and the family {χλ} is bounded in Sm1,0.

For such symbols and for u ∈ S (Rd), the integral in (4.2.1) converges
and can be differentiated at any order. Multiplying it by xα and integrating
by parts, shows that the the integral is rapidly decreasing in x. Therefore:

Proposition 4.2.6. For p ∈ Sm1,1, the relation (4.2.1) defines p(x,Dx) as a

continuous operator from S (Rd) to itself.

To make rigorous several computations below, we need to approximate
symbols in the classes Sm1,1 or Sm1,0 by symbols in the Schwartz class. Of
course, this cannot be done in the topology defined by the semi-norms asso-
ciated to the estimates (4.2.12) or (4.2.13). Instead we use a weaker form.

Lemma 4.2.7. Given p ∈ Sm1,1, there are symbols pk ∈ S (Rd × Rd) such
that

i) the family {pk} is bounded in Sm1,1,

ii) pk → p on compact subsets of Rd × Rd.
For any such family and for all u ∈ S (Rd), pk(x,Dx)u → p(x,Dx)u in

S (Rd).
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Proof. Let

(4.2.14) pk(x, ξ) = ψ(2−kx)χ(2−kξ)p(x, ξ)

where ψ ∈ S with ψ(0) = 0 and χ ∈ C∞
0 equal to 1 on the unit ball. Then

the family pk satisfies i) and ii) (Exercise).
If the family {pk} is bounded in Sm1,1 and u ∈ S (Rd), then the family

{pk(x,Dx)u} is bounded in S ; moreover, ii) implies that if u has compact
spectrum, then pk(x,Dx)u → p(x,Dx)u on any given compact set Thus
pk(x,Dx)u→ p(x,Dx)u in S . By density of C∞

0 in S and uniform bounds
of the pk(x,Dx), the convergence holds for u ∈ S .

4.2.4 Spectral localization

Localization in the space of frequencies is a central argument in the anal-
ysis developed in this chapter. In particular, the action pseudo-differential
operators on spectra is a key point.

Proposition 4.2.8. If p ∈ Sm1,1 and u ∈ S (Rd) then the spectrum of
p(x,Dx)u is contained in the closure of the set

(4.2.15)
{
ξ + η, ξ ∈ suppû, (η, ξ) ∈ suppFxp

}
.

Proof. The formula (4.2.5) extends to symbols p ∈ Sm1,1, in the sense of
distributions: v = p(x,D)u satisfies for all ϕ ∈ S :

〈
v̂, ϕ

〉
= (2π)−d

〈
Fxp, ϕ(η + ξ)û(ξ)

〉

If ϕ vanishes on a neighborhood of the set (4.2.15), then ϕ(η+ξ)û(ξ) vanishes
on neighborhood of the support of Fxp and the proposition follows.

We now introduce important subclasses of Sm1,1.

Definition 4.2.9. Let A symbol σ(x, ξ) ∈ Sm1,1 is said to satisfy the spectral
condition if

(4.2.16) ∃ε < 1 : Fxσ(η, ξ) = 0 for |η| ≥ ε(|ξ| + 1).

The space of such symbols is denoted by Σm
0 .

Remark 4.2.10. The Bernstein inequalities of Corollary 4.1.7 show that
the estimates

(4.2.17) ∀(x, ξ) ∈ R
d × R

d,
∣∣∣∂βξ σ(x, ξ)

∣∣∣ ≤ Cβ (1 + |ξ|)m−|β|

and the spectral property (4.2.16) are sufficient to imply that σ satisfies
(4.2.12), thus that σ ∈ Sm1,1.
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Lemma 4.2.11. For all σ ∈ Σm
0 , there is a sequence of symbols σn ∈

S (Rd × Rd) such that
i) the family {σn} is bounded in Sm1,1,
ii) the σn satisfy the spectral property (4.2.16) for some ε < 1 inde-

pendent of k,
iii) σn → σ on compact subsets of Rd × Rd.

Proof. For instance, consider

(4.2.18) σn(x, ξ) = ψ(2−nx)χ(2−nξ)p(x, ξ)

with χ ∈ C∞
0 equal to 1 on the unit ball and ψ ∈ S such that ψ(0) = 0 and

ψ̂ is supported in {|η| ≤ 1}.
The Fourier transform of ψn(x) = ψ(2−nx) is contained in the ball {|η| ≤

2−n}. Thus the support of Fxσn( · , ξ) which is the convolution of ψ̂n and
Fxσ( · , ξ) is contained in the ball of radius ε(1 + |ξ|) + 2−n ≤ ε′(1 + |ξ|) if
n is large enough and ε′ > ε is fixed.

A key property of operators with symbols in Σm
0 is that they do not

extend too much the spectrum of functions. Proposition 4.2.8 immediately
implies the following property:

Lemma 4.2.12. If p ∈ Σm
0 satisfies the spectral property with parameter

ε < 1 and if f ∈ S (Rd) has compact spectrum, then the spectrum of Pf =
p(x,Dx)f is contained in the set

(4.2.19)
{
ξ + η, ξ ∈ suppf̂ , |η| ≤ ε(1 + |ξ|)

}

In particular:
- if suppf̂ ⊂ {|ξ| ≤ R}, then supp(P̂ f) ⊂ {|ξ| ≤ ε+ (1 + ε)R},
- if suppf̂ ⊂ {|ξ| ≥ R}, then supp(P̂ f) ⊂ {|ξ| ≥ (1 − ε)R− ε},

4.3 Action of pseudo-differential operators in Sobolev
spaces

4.3.1 Stein’s theorem for operators of type (1, 1)

Theorem 4.3.1 (E. Stein). If s > 0 and µ > 0 with µ /∈ N and µ+m /∈ N,
then for all p ∈ Sm1,1, p(x,Dx), extends as a bounded operator from Hs+m(Rd)

to Hs(Rd) and from Wm+µ,∞(Rd) to Wµ,∞(Rd).
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Consider first the case of Sobolev spaces Hs. We wan to prove that there
is a constant C such that for all u ∈ S (Rd):

(4.3.1)
∥∥p(x,Dx)u

∥∥
Hs ≤ C

∥∥u
∥∥
Hs+m .

By Lemma 4.2.7, we see that it is sufficient to prove such an estimate when
p ∈ S (Rd × Rd) with a constant C which depends only on a finite number
of semi-norms on Sm1,1.

To prove this inequality, we split p into dyadic pieces and use the dyadic
analysis of Sobolev spaces. For each dyadic piece, the key estimate follows
from the next lemma.

Lemma 4.3.2. There are constants C and C ′ such that :
for all λ > 0 and q ∈ C∞(Rd × Rd) satisfying

supp q ⊂ R
d ×

{
|ξ| ≤ λ

}
, M := sup

|β|≤n
λ|β|

∥∥∂βξ q
∥∥
L∞ <∞,

with d̃ = [d2 ] + 1, then the function

Q(y) =

∫
e−iyξq(y, ξ)dξ

satisfies

(4.3.2)

∫
(1 + |λy|2)d̃ |Q(y)|2 dy ≤ CλdM2 ,

and

(4.3.3)
∥∥Q

∥∥
L1(Rd)

≤ C ′M.

Proof. For |α| ≤ d̃, there holds

yαQ(y) =

∫
e−iy·ξDα

ξ q(y, ξ)dξ .

Hence, by Plancherel’s theorem

∫ ∣∣y2α
∣∣ |Q(y)|2 dy ≤ Cλd−2|α|M2 .

Multiplying by λ2|α| and summing in α, implies (4.3.2). Since d̃ > d
2 , the

second estimate (4.3.3) follows.
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We now start the proof of Theorem 4.3.1. Consider p ∈ Sm1,1 and intro-
duce the semi-norms

(4.3.4) Mm
n (p) := sup

|α|≤n
sup

|β|≤[ d
2
]+1

sup
x,ξ

∣∣(1 + |ξ|)|β|−m−|α|∂αx ∂
β
ξ p(x, ξ)

∣∣,

To prove Theorem 4.3.1, we split p into dyadic pieces :

(4.3.5) p(x, ξ) = p0(x, ξ) +

∞∑

k=1

pk(x, ξ) ,

using χ as in (4.1.18) and defining

p0(x, ξ) = p(x, ξ)χ(ξ) , pk(x, ξ) = p(x, ξ)
(
χ(2−kξ)−χ(21−kξ)

)
for k ≥ 1 .

Lemma 4.3.3. For k ≥ 0, Pk = pk(x,Dx) maps L2 to H∞. Moreover, for
all α ∈ Nn, there is Cα such that for all p ∈ Sm1,1, k ≥ 0 and all f ∈ L2 :

(4.3.6) ‖∂αxPkf‖L2 ≤ CαMm
|α|(p)‖f‖L22k(m+|α|) .

Proof. Since pk is compactly supported in ξ, one immediately sees that Pkf
is given by the convergent integral:

Pkf(x) =

∫
Pk(x, y)f(y)dy

where the kernel Pk(x, y) is given by the convergent integral

Pk(x, y) = (2π)−d
∫
ei(x−y)ξpk(y, ξ)dξ.

Moreover, on the support of pk, 1+ |ξ| ≈ 2k. Therefore Lemma 4.3.2 can be
applied with λ = 2k+1, implying that

∫
(1 + 22k|x− y|2)d̃ |Pk(x, y)|2 dy ≤ C22m+kd

(
Mm

0 (p)
)2
.

Hence, for f ∈ S (Rd), Cauchy-Schwarz inequality implies that

(4.3.7) |Pkf(x)|2 ≤ C
(
Mm

0 (p)
)2

∫
22m+kd|f(y)|2

(1 + 22k|x− y|2)d̃
dy

Since d̃ > d/2, the integral 2kd
∫

(1 + 22k|x − y|2)−ddx = C ′ is finite and

independent of k. Therefore, with a new constant C independent k and p:
∥∥Pkf

∥∥2

L2 ≤ CMm
0 (p)2km

∥∥f
∥∥2

L2
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This proves (4.3.6) for α = 0.
The symbol of ∂αxPk is (iξ+∂x)

αpk(x, ξ). Thus there is a similar estimate,

involving the semi norms Mm+|α|
0 (∂αx p) and the lemma follows.

End of the proof of Theorem 4.3.1 in the scale Hs. For f ∈ S (Rd), consider
the dyadic decomposition (4.1.21):

f = f0 +

∞∑

k=1

fk ,

Note that f̂j = 0 on the support of pk(x, ·) if |j − k| ≥ 4. Thus

Pkf =
∑

|j−k|≤3

Pkfj .

Therefore, Lemma 4.3.3 and Proposition 4.1.11 imply that :

(4.3.8)

∥∥∂αxPkf
∥∥
L2 ≤CαMm

n (p)
∑

|j−k|≤3

2k(|α|+m)
∥∥fj

∥∥
L2

≤ C ′
αMm

n (p)2k(|α|−s)εk

with

(4.3.9)
∑

k

ε2k ≤ ‖f‖2
Hs+m .

By Lemma 4.2.7, Pf =
∑
Pkf in S . When s > 0, Proposition 4.1.13

applies to the series
∑
Pkf , implying that Pf ∈ Hs and that there is a

constant Cs such that

(4.3.10)
∥∥p(x,Dx)f

∥∥
Hs ≤ CsMm

n (p)
∥∥f

∥∥
Hs+m ,

where Mm
n (p) is the semi-norm (4.3.4) and n > s is an integer. This implies

Theorem 4.3.1 in the scale of Sobolev spaces Hs.

Proof of Theorem 4.3.1 in the scale Wµ,∞. The proof is quite similar and
since we will not use this result we omit the details. The basic point it the
following analogue of the estimates (4.3.6) :

(4.3.11)
∥∥Pkf

∥∥
L∞ ≤ CMm

n (p)2k(m+|α|)
∥∥f

∥∥
L∞

This estimate immediately follows from (4.3.3) applied to pk.
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4.3.2 The case of symbols satisfying spectral conditions

For symbols in Σm
0 the restrictions s > 0 and µ > 0 in Theorem 4.3.1 can

be relaxed. More generally:

Theorem 4.3.4. Consider m ∈ R and s ∈ R [resp. µ /∈ N with µ+m /∈ N]
Consider next p ∈ Sm1,1 which satisfies the following condition:

(4.3.12) ∃δ > 0 : suppFxp ⊂
{
(η, ξ) : 1 + |ξ + η| ≥ δ|ξ|

}
.

Then p(x,Dx), extends as a bounded operator from Hs+m(Rd) to Hs(Rd)
and from Wm+µ,∞(Rd) to Wµ,∞(Rd).

Proof. Split the symbol p =
∑
pk as in (4.3.5) and consider the dyadic

decomposition f =
∑
fj of f ∈ S . Taking into account the spectral local-

ization of pk and fj , there holds

Pkf =
∑

|j−k|≤3

Pkfj .

The estimates (4.3.8) and (4.3.9) for gk = Pkf are still true. The new point
is that

(4.3.13) suppĝk ⊂
{
η : 1 + |η| ≥ δ2k−1}

so that Proposition 4.1.14 can be applied. This implies the theorem in the
scale of spaces Hs.

The spectral localization (4.3.13) follows from Proposition 4.2.8 and the
assumption (4.3.12) which implies that

suppFxpk ⊂
{
(η, ξ) : 1 + |ξ + η| ≥ δ|ξ|, |ξ| ≥ 2k−1

}
.

when k ≥ 1. When k = 0, the inclusion (4.3.13) is trivial if δ ≤ 1, as we
may assume.

The proof in Hölder spaces Wµ,∞ is similar.

This theorem applies in particular to symbols p ∈ Σm
0 , since the spectral

property (4.2.16) implies (4.3.12) with δ = 1−ε. Moreover, the spectral con-
dition and Bernstein’s inequalities imply that the semi-norm (4.3.4) Mm

n (p)
are dominated by Mm

0 (p). Thus :

Theorem 4.3.5. Consider m ∈ R and s ∈ R [resp. µ /∈ N with µ+m /∈ N]
If p ∈ Σm

0 , then p(x,Dx), extends as a bounded operator from Hs+m(Rd)
to Hs(Rd) and from Wm+µ,∞(Rd) to Wµ,∞(Rd).
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More precisely, for all ε < 1, there is a constant Cε such that for all p ∈
Σm

0 satisfying the spectral condition with parameter ε and all f ∈ Hs+m(Rd),
there holds

(4.3.14)
∥∥p(x,Dx)f

∥∥
Hs ≤ CεMm

0 (p)
∥∥f

∥∥
Hs+m ,

where Mm
0 (p) is the semi-norm (4.3.4).
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Chapter 5

Para-Differential Operators

The paradifferential calculus in Rd, was introduced by J.M.Bony [Bon] (see
also [Mey], [Hör], [Tay], [Mé1]). The para-differential quantization is a way
to associate an operator to a symbol which has a limited smoothness in x.
The first point in this chapter is the definition of the quantization (Defini-
tion 5.1.14) and the action of para-differential operators in functional spaces.
Next we discuss the special case of symbols independent of ξ which leads to
the definition of para-products (Section 5.2). The main concern is to com-
pare products and para-products, or to split products into para-products
(the key idea from Littlewood-Paley decompositions). This has two conse-
quences of fundamental importance for applications to PDE’s in Part III :
the para-linearization theorems (Theorems 5.2.4 and Theorems 5.2.8 5.2.9)
which allow to replace a nonlinear equation by a para-diffential linear one,
to the price of an acceptable error.

5.1 Definition of para-differential operators

We first introduce classes of symbols and next define the associated opera-
tors.

5.1.1 Symbols with limited spatial smoothness

We first introduce a general definition:

Definition 5.1.1 (Symbols). Given m ∈ R and a Banach space W ⊂
S

′(Rd), Γm
W

denotes the space of distributions a(x, ξ) on Rd × Rd, which
are C∞ with respect to ξ and such that for all α ∈ Nd there is a constant
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Cα such that

(5.1.1) ∀ξ :
∥∥∂αξ a(·, ξ)

∥∥
W

≤ Cα (1 + |ξ|)m−|α| .

Σm
W

denotes the subclass of symbols σ ∈ Γm
W

which satisfy the following
spectral condition

(5.1.2) ∃ε < 1 : Fxσ(η, ξ) = 0 for |η| > ε(|ξ| + 1).

We will use this definition mainly for W = L∞(Rd) or W = Wµ,∞(Rd),
and occasionally for W = Hs(Rd). In the former case, to simplify the
exposition, we use the following special notations:

Definition 5.1.2. i) Γm0 denotes the space of locally L∞ functions a(x, ξ)
on Rd × Rd which are C∞ with respect to ξ and such that for all α ∈ Nd

there is a constant Cα such that

(5.1.3) ∀(x, ξ) : |∂αξ a(x, ξ)| ≤ Cα (1 + |ξ|)m−|α| .

ii) More generally, for r ≥ 0, Γmr denotes the space of symbols a ∈ Γm0
such that for all α ∈ Nd and all ξ ∈ Rd, the function x 7→ ∂αξ a(x, ξ) belongs
to W r,∞ and there is a constant Cα

(5.1.4) ∀ξ :
∥∥∂αξ a(·, ξ)

∥∥
W r,∞ ≤ Cα (1 + |ξ|)m−|α| .

iii) Σm
r denotes the subclass of symbols σ ∈ Γmr which satisfy the spectral

condition (5.1.2).

The spaces Γm
W

are equipped with the natural topology and the semi-
norms defined by the best constants in (5.1.1). In particular, for p ∈ Γmr ,
we use the notations

(5.1.5) Mm
r (p;n) = sup

|β|≤n
sup
ξ∈Rd

∥∥(1 + |ξ|)|β|−m∂βξ p(·, ξ)
∥∥
W r,∞ .

Remark 5.1.3. When W ⊂ L∞, Γm
W

⊂ Γm0 and Σm
W

⊂ Σm
0 . Moreover, by

Remark 4.2.10, Σm
0 ⊂ Sm1,1. More generally, the spectral condition implies

that symbols in Σm
W

are smooth in x too.

5.1.2 Smoothing symbols

The symbols in the classes Γm are not smooth with respect to the first
variable x. The next step in the construction is to smooth this symbols by
using an appropriate truncation on the Fourier side, which depend on the
frequency variable ξ.
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Definition 5.1.4. An admissible cut-off function is a C∞ function ψ(η, ξ)
on Rd × Rd such that

1) there are ε1 and ε2 such that 0 < ε1 < ε2 < 1 and

(5.1.6)

{
ψ(η, ξ) = 1 for |η| ≤ ε1(1 + |ξ|)
ψ(η, ξ) = 0 for |η| ≥ ε2(1 + |ξ|) .

2) for all (α, β) ∈ Nd × Nd, there is Cα,β such that

(5.1.7) ∀(η, ξ) : |∂αη ∂βξ ψ(η, ξ)| ≤ Cα,β(1 + |ξ|)−|α|−|β| .

Example 5.1.5. Consider a cut-off function χ ∈ C∞
0 (Rd) as in Section 4,

satisfying 0 ≤ χ ≤ 1 and

(5.1.8) χ(ξ) = 1 for |ξ| ≤ 1.1 , χ(ξ) = 0 for |ξ| ≥ 1.9 .

Let :

(5.1.9) ψN (η, ξ) =
+∞∑

k=0

χk−N (η)ϕk(ξ)

where

χk(ξ) = χ
(
2−kξ

)
for k ∈ Z(5.1.10)

ϕ0 = χ0 and ϕk = χk − χk−1 for k ≥ 1.(5.1.11)

Then, for N ≥ 3, ψN is an admissible cut off function in the sense of the
definition above.

Remark 5.1.6 (Exercise). We leave to the reader to check that for all
ε < 1, there is an admissible cut-off function ψ such that ψ = 1 on the set
{(η, ξ) , |η| ≤ ε(1 + |ξ|)}.
Lemma 5.1.7. Let ψ be an admissible cut-off, and Gψ( · , ξ) be the inverse
Fourier transform of ψ( · , ξ). Then, for all α ∈ Nd, there is Cα such that

(5.1.12) ∀α ∈ N
d , ∀ξ ∈ R

d :
∥∥∂αξ Gψ( · , ξ)

∥∥
L1(Rd)

≤ Cα(1 + |ξ|)−|α| .

Proof. The estimates (5.1.7) and the support condition (5.1.6) imply that
for all (α, β) there is a constant Cα,β such that for all (x, ξ):

∣∣xα∂βξGψ(x, ξ)
∣∣ ≤ Cα,β(1 + |ξ|)d−|α|−|β| .

Thus
∣∣∂βξGψ(x, ξ)

∣∣ ≤ Cβ(1 + |ξ|)−|β| (1 + |ξ|)d
(
1 + |x|(1 + |ξ|)

)d+1
.

and (5.1.12) follows.
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For a ∈ Γµ0 define

(5.1.13) σψa (x, ξ) :=

∫
Gψ(x− y, ξ) a(y, ξ) dy,

that is

(5.1.14) σψa ( · , ξ) = ψ(Dx, ξ) a( · , ξ),

or equivalently on the Fourier side in x,

(5.1.15) Fxσ
ψ
a = ψFxa.

Proposition 5.1.8. Let ψ be an admissible cut-off.
i) For all m ∈ R and r ≥ 0, the operator a 7→ σψa is bounded from Γmr

to Σm
r . More precisely, for all n ∈ N there is Cn such that

(5.1.16) Mm
r (σψa ;n) ≤ CnM

m
r (a;n).

ii) If a ∈ Γmr with r > 0, then a−σψa ∈ Γm−r
0 . Moreover, for all n ∈ N

there is Cn such that

(5.1.17) Mm−r
0 (a− σψa ;n) ≤ CnM

m
r (a;n).

In particular, if ψ1 and ψ2 are two admissible cut-off functions, then for
r > 0 and a ∈ Γmr the difference σψ1

a −σψ2
a belongs to Σm−r

0 and for all n ∈ N

there is Cn such that

(5.1.18) Mm−r
0 (σψ1

a − σψ2

a ;n) ≤ CnM
m
r (a;n).

Proof. For ϕ ∈ L1(Rd) and u ∈ Wµ,∞, the convolution ϕ ∗ u belongs to
Wµ,∞ and ∥∥ϕ ∗ u

∥∥
Wµ,∞ ≤

∥∥ϕ
∥∥
L1

∥∥u
∥∥
Wµ,∞ .

This implies i) with n = 0 (no derivative in ξ). The estimate of the ∂βξ
derivatives is similar, using the chain rule.

The second statement immediately follows from Lemma 4.1.9.

As pointed out in Remark 4.2.10, symbols in Σm
0 belong to Sm1,1 and are

infinitely differentiable in x. This applies to symbols σψa . More precisely,
there holds
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Proposition 5.1.9. i) For m ∈ R, r ≥ 0, α ∈ Nd of length |α| ≤ r and
a ∈ Γmr

(5.1.19) ∂αxσ
ψ
a = σψ∂α

x a
∈ Σm

0 .

ii) For m ∈ R, r ≥ 0 and α ∈ Nd of length |α| ≥ r the mapping a 7→ ∂αxσ
ψ
a

is bounded from Γmr to Σ
m+|α|−r
0 . More precisely, for all n ∈ N there is Cn

such that for all a ∈ Γmr :

(5.1.20) M
m+|α|−r
0 (∂αxσ

ψ
a ;n) ≤ CnM

m
r (a;n).

Proof. The relation (5.1.19) immediately follows from the definition (5.1.13)
When |α| ≥ r, we note that the spectral property and (5.1.14) imply

that

(5.1.21) Fxσ
ψ
a ( · , ξ) = ψ(Dx, ξ)Sk(Dx)a( · , ξ) if 2k ≥ (1 + |ξ|).

Thus, taking k such that (1 + |ξ|) ≤ 2k ≤ 2(1 + |ξ|), Lemma 4.1.6 and
Proposition 4.1.20 imply that

∥∥∂αxσψa ( · , ξ)
∥∥
L∞ ≤ C2k(n−r)

∥∥a( · , ξ)
∥∥
W r,∞ .

The estimates of the ξ derivatives are similar and they imply that ∂αxσ
ψ
a ∈

Σ
m+|α|−r
0 .

For ξ derivatives, there is an approximate analogue of (5.1.19):

Proposition 5.1.10. For m ∈ R, r ≥ 0, β ∈ Nd and a ∈ Γmr

(5.1.22) ∂βξ σ
ψ
a − σψ

∂β
ξ a

∈ Σ
m−|β|−r
0 .

Proof. By (5.1.14),

∂βξ σ
ψ
a − σψ

∂β
ξ a

=
∑

0<γ≤β

(β
γ

)
(∂γξ ψ)(Dx, ξ) ∂

β−γ
ξ a( · , ξ),

When γ > 0, (5.1.6) implies that ∂γξ ψ(η, ξ) = 0 when |η| ≥ ε2(1 + |ξ|).
Therefore Lemma 4.1.8 implies that for γ > 0

∥∥(∂γξ ψ)(Dx, ξ) ∂
β−γ
ξ a( ·, ξ)

∥∥
L∞ ≤ C(1 + |ξ|)−r

∥∥ ∂β−γξ a( ·, ξ)
∥∥
W r,∞ .

This implies (5.1.22).
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Remark 5.1.11. More generally, the mapping a 7→ σψa is bounded from Γm
W

to Σm
W

, provided that the convolution is bounded from L1 × W to W . This
applies in particular when W = Hs, s ≥ 0. One can also apply Proposi-
tion 4.1.15 and obtain the following result.

Proposition 5.1.12. If a ∈ ΓmHs with s < d
2 , then σψa ∈ Σ

m+ d
2
−s

0 .

Proof. Use again (5.1.21). Propositions 4.1.15 and Lemma 4.1.6 imply that

∥∥σψa ( · , ξ)
∥∥
L∞ ≤ C(1 + |ξ|) d

2
−s

∥∥a( · , ξ)
∥∥
Hs .

The estimates of the ξ derivatives are similar and the proposition follows.

In the same vein, let W−1,∞(Rd) denotes the space of distributions u
which can be written u = u0 +

∑
∂xjuj with uj ∈ L∞(Rd), equipped with

the norm

(5.1.23)
∥∥u

∥∥
W−1,∞ = inf

∑

j

∥∥uj
∥∥
L,∞

where the infimum is taken over all the decompositions u = u0 +
∑
∂xjuj .

Then :

Proposition 5.1.13. If a ∈ ΓmW−1,∞, then σψa ∈ Σm+1
0 .

Proof. For u = u0 +
∑
∂xjuj , integrating by parts, implies that

∥∥Gψ(·, ξ) ∗ u
∥∥
L∞ ≤

∥∥Gψ(·, ξ)
∥∥
L1

∥∥u0

∥∥
L∞ +

d∑

j=1

∥∥∂xjG
ψ(·, ξ)

∥∥
L1

∥∥uj
∥∥
L∞ .

Since
∥∥∂xjG

ψ(·, ξ)
∥∥
L1 ≤ C(1 + |ξ|), this implies that

∥∥Gψ(·, ξ) ∗ u
∥∥
L∞ ≤ C(1 + |ξ|)

∥∥u
∥∥
W−1,∞ .

Applied to u = a(·, ξ), this implies that

∥∥σψa ( · , ξ)
∥∥
L∞ ≤ C(1 + |ξ|)

∥∥a( · , ξ)
∥∥
W−1,∞ .

The estimates of the ξ derivatives are similar and the proposition follows
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5.1.3 Operators

Definition 5.1.14. Let ψ be an admissible cut-off function. For a ∈ Γm0
the paradifferential operator Tψa is defined by

(5.1.24) Tψa u(x) :=
1

(2π)d

∫
eiξ·x σψa (x, ξ) û(ξ) dξ .

Thus Tψa = σψa (x,Dx). Since σψa ∈ Σm
0 , we can apply Theorem 4.3.5:

Theorem 5.1.15 (Action). Suppose that ψ is an admissible cut-off.

i) When a(ξ) is a symbol independent of x, the operator Tψa is defined
by the action of the Fourier multiplier a.

ii) For all s ∈ R, µ /∈ Z with µ+m /∈ Z and all a ∈ Γm0 , Tψa is a bounded
operator from Hs+m(Rd) to Hs(Rd) and from Wm+µ,∞(Rd) to Wµ,∞(Rd).

To simplify the exposition we use the following terminology:

Definition 5.1.16. An operator T is said of order ≤ m ∈ R if it is
bounded from Hs+m(Rd) to Hs(Rd) for all s ∈ R and from Wm+µ,∞(Rd) to
Wµ,∞(Rd) for all µ /∈ Z such that µ+m /∈ Z.

In particular, with this terminology, Tψa is an operator of order ≤ m when
a ∈ Γm0 . In addition, Theorem 4.3.5 also provides precise estimates: given
s, m and ψ, there is a constant C such that for all a ∈ Γm0 and u ∈ Hs+m

(5.1.25)
∥∥Tψa u

∥∥
Hs ≤ CMm

0 (a; [ d
2
] + 1)

∥∥u
∥∥
Hs+m .

Similarly, Theorem 4.3.5 applied to σψ1
a − σψ2

a , implies the following
result.

Proposition 5.1.17. If ψ1 and ψ2 are two admissible cut-off, then for all
a ∈ Γmr , s ∈ R and µ /∈ Z with µ+m /∈ Z , Tψ1

a − Tψ2
a is of order m− r.

In particular, for all s there is a constant C such that for all a ∈ Γmr and
u ∈ Hs+m

(5.1.26)
∥∥(Tψ1

a − Tψ2

a )u
∥∥
Hs ≤ CMm

r (a; [ d
2
] + 1)

∥∥u
∥∥
Hs+m−r .

Remark 5.1.18. This proposition implies that the choice of ψ is essentially
irrelevant in our analysis, as long as one can neglect r-smoothing operators.
(see [Bon]). To simplify notations, we make a definite choice of ψ, for in-
stance ψ = ψN with N = 3 as in (5.1.9) and we use the notation Ta for

Tψa .
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5.2 Paraproducts

5.2.1 Definition

A function a(x) ∈ L∞ can be seen as a symbol in Γ0
0, independent of (ξ, γ).

With ψ given by (5.1.9) with N = 3, this leads to define

(5.2.1) Ta u = S−3aS0u+

∞∑

k=1

Sk−3a∆k u .

with Sk = χk(Dx) and ∆k = Sk − Sk−1.

Proposition 5.2.1. For all a ∈ L∞, Ta is of order ≤ 0 and for all s there
is a constant C such that

(5.2.2)
∥∥Tau

∥∥
Hs ≤ C

∥∥a
∥∥
L∞

∥∥u
∥∥
Hs .

5.2.2 Products

For the para-product Tau, only the L∞ norm of a appears. This is in sharp
contrast with the actual product au, which we now analyze. For functions
in S , there holds

(5.2.3) au = Tau+Rua, with Rua :=
∞∑

k=−2

∆kaSk+2u.

Proposition 5.2.2. The bilinear operator Rua extends to a ∈ S
′ such that

∇a ∈ Hs′−1 with s′ > 0 and u ∈ L∞, in which case Rua ∈ Hs′, and there is
a constant C such that

(5.2.4)
∥∥Rua

∥∥
Hs′ ≤ C

∥∥∇a
∥∥
Hs′−1

∥∥u
∥∥
L∞ .

Proof. The sum Rua is quite similar to a paraproduct Tua, except for two
things:

- only terms in ∆ka appear,
- the term ∆kaSk+2u has is spectrum in a ball {|ξ| ≤ 2k+4}.

Therefore, using that

(5.2.5)

∥∥Sk+2u
∥∥
L∞ ≤ C

∥∥u
∥∥
L∞ ,

∥∥∆ka
∥∥
L2 ≤ Cεk2

−ks′ ,
+∞∑

k=−2

ε2k ≤
∥∥∇a

∥∥2

Hs′−1

and applying Proposition 4.1.12 for positive indices s′ implies the estimate
(5.2.4).
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Together with the Sobolev embedding Hs ⊂ L∞ when s > d
2 , Proposi-

tions 5.2.1 and 5.2.2 imply the following result:

Corollary 5.2.3. i) For s > d
2 , H

s(Rd) is a Banach algebra for the multi-
plication of functions.

ii) If s′ > s > d
2 , then for u ∈ Hs(Rd) and a ∈ Hs′(Rd), the difference

au− Tau belongs to Hs′(Rd).

More generally, the Littlewood-Paley decomposition is a powerful tool
(though not universal) to analyze the products au when a and u are in
Sobolev spaces (or Besov spaces). The results above are just examples of
what can be done, but they are sufficient for our purposes in the next chap-
ters.

5.2.3 Para-linearization 1

A key observation of J.M.Bony ([Bon], see also [Mey]) is that para-differential
operators naturally arise when one perform a spectral analysis of nonlinear
functionals. The main objective of this section is to prove the following
theorem.

Theorem 5.2.4. Let F be a C∞ function on R such that F (0) = 0. If
u ∈ Hs(Rd), with ρ := s− d

2 > 0, then

(5.2.6) F (u) − TF ′(u)u ∈ Hs+ρ(Rd) .

There is an analogous result in the scale of spaces Wµ,∞:

Theorem 5.2.5. Let F be a C∞ function on R. If u ∈ Wµ,∞(Rd), with
µ > 0 µ /∈ 1

2N, then

(5.2.7) F (u) − TF ′(u)u ∈W 2µ,∞(Rd) .

In a preliminary step we prove the weaker result:

Theorem 5.2.6. Let F be a C∞ function on R such that F (0) = 0. If
u ∈ Hs(Rd) ∩ L∞(Rd) with s ≥ 0, then F (u) ∈ Hs(Rd) and

(5.2.8) ‖F (u)‖Hs ≤ Cs
(
‖u‖L∞

)
‖u‖Hs .

Proof. When s = 0 the result is easy: since F (0) = 0, there is a smooth
function G such that F (u) = uG(u). In this product, u ∈ L2 and G(u) ∈ L∞

since u ∈ L∞.
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When s > 0 we use the notations uk = Sku and vk = ∆k so that
u =

∑
uk+1 − uk.

There are constants Cα independent of u and k such that:

(5.2.9) ‖∂αx vk‖L2 ≤ Cα2(|α|−s)kεk

where
∑
ε2k = ‖u‖2

Hs . Moreover,

(5.2.10) ‖∂αxuk‖L∞ ≤ Cα2|α|k‖u‖L∞ .

with other constants Cα.
Because uk → u in L2 and the uk and u are uniformly bounded in L∞,

there holds F (uk) → F (u) in L2 and thus

(5.2.11) F (u) = F (u0) +
∞∑

k=0

(
F (uk+1) − F (uk)

)
= F (u0) +

∞∑

k=0

mkvk

with

(5.2.12) mk =

∫ 1

0
F ′(uk + tvk)dt.

By (5.2.9) and the chain rule, there are constants Cα = Cα(‖u‖L∞), de-
pending only on α and the L∞ norm of u such that

‖∂αxF ′(uk + tvk)‖L∞ ≤ Cα2|α|k .

uniformly in t. Integrating, this shows that

(5.2.13) ‖∂αxmk‖L∞ ≤ Cα2|α|k

Therefore, with (5.2.9) we obtain that

(5.2.14) ‖∂αx (mkvk)‖L2 ≤ Cα2(|α|−s)kεk

with new constants Cα = Cα(‖u‖L∞), and the Theorem follows, using
Proposition 4.1.13.

To prove Theorem 5.2.4, we first note that there is no restriction in
assuming that F ′(0) = 0, since this amounts to add or subtract a fixed
linear term au to F (u). Next, because ρ > 0, the Sobolev injection theorem
implies that u ∈ L∞(Rd). By definition,

(5.2.15) TF ′(u)u = S−3g u0 +
∞∑

k=0

Sk−2g vk
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with g = F ′(u) (see (5.2.1)). We compare this expression with (5.2.11). The
first terms F (u0) and S−3g u0 belong to H∞. Thus it remains to prove that

(5.2.16)

∞∑

k=0

(mk − Sk−2g) vk ∈ Hs+ρ.

Using the L2 estimates (5.2.9) for the derivatives of vk, the conclusion follows
from Proposition 4.1.13 and the following L∞ estimates for the derivatives
of (mk − Sk−2g):

(5.2.17)
∥∥∂αx (mk − Sk−2g)

∥∥
L∞ ≤ Cα2(|α|−ρ)k.

To prove these estimates, we splitmk−Sk−2g into two terms
(
mk−F ′(uk−2)

)
+(

F ′(uk−2) − Sk−2g
)

and we study them separately.

Lemma 5.2.7. There holds, with constants independent of k:
∥∥∂αx

(
mk − F ′(uk−2)

)∥∥
L∞ ≤ Cα2(|α|−ρ)k.(5.2.18)

∥∥∂αx
(
F ′(Sku) − SkF

′(u)
)∥∥
L∞ ≤ Cα2(|α|−ρ)k.(5.2.19)

Proof. a) Taylor’s theorem implies that

F ′(uk + tvk) − F ′(uk−2) = µkwk

with

wk = (vk2 + vk−1 + tvk) and µk =

∫ 1

0
F ′′(uk−2 + τwk)dτ.

The µk satisfy estimates similar to (5.2.13)

‖∂αxµk‖L∞ ≤ Cα2|α|k

while the wk satisfy

(5.2.20) ‖∂αxwk‖L∞ ≤ C2
d
2 ‖∂αxwk‖L2 ≤ Cα2|α|−ρkεk ≤ C̃α2(|α|−ρ)k.

with
∑
ε2k = ‖u‖2

Hs . Thus

‖∂αx (µkwk)‖L∞ ≤ Cα2(|α|−ρ)k.

These estimates are uniform in t ∈ [0, 1]. Since

mk =

∫ 1

0
µkwkdt

this implies (5.2.18).
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b) To prove (5.2.19) we split the term to estimate into two pieces:

(5.2.21) G(uk) − SkG(uk) − Sk
(
G(u) −G(uk)

)

with G = F ′. There holds

‖∂αxSk
(
G(u) −G(uk)

)
‖L∞ . 2(|α|+ d

2
)k‖Sk

(
G(u) −G(uk)

)
‖L2

and

‖Sk
(
G(u) −G(uk)

)
‖L2 . ‖G(u) −G(uk)‖L2 . ‖u− uk‖L2 . 2−ks.

This implies that the second term in (5.2.21) satisfies (5.2.19).
Next we note that uk ∈ Hs+N for all N and that

(5.2.22) ‖uk‖Hs+N ≤ CN2kN , ‖uk‖L∞ ≤ C

with C and CN independent of k. Therefore, by Theorem 5.2.6, G(uk) ∈
Hs+N and

‖G(uk)‖Hs+N ≤ CN2kN .

We use the following estimate, valid for |α| < σ − d
2 and a ∈ Hσ:

(5.2.23) ‖∂αx (a− Ska)‖L∞ ≤ C2k(|α|−σ+ d
2
) ‖a‖Hσ .

Indeed, a− Ska =
∑

j≥k ∆ja and

‖∂αx∆ja‖L∞ ≤ C2j(|α|−σ+ d
2
) ‖a‖Hσ

so that the series is converges if |α| < σ − d
2 .

Applied to a = G(uk) and σ = s + N with N sufficiently large, this
estimate yields

‖∂αx
(
G(uk) − SkG(uk)

)
‖L∞ . 2k(|α|−s−N+ d

2 )‖G(uk)
)
‖Hs+N .

Together with the estimate of the Hs+N norm of G(uk), this implies that
the first term in (5.2.21) also satisfies (5.2.19).

This finishes the proof of the Lemma and therefore of Theorem 5.2.4

The proof of Therorem 5.2.5 is quite similar and omitted.
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5.2.4 Para-linearization 2

We give here another useful result, which allows to replace a product au by
a para-product Tau, to the price of a smoother term. This was already done
in Corollary 5.2.3 for a ∈ Hs′ . Here we consider the case where a belongs
to a space W r,∞.

Theorem 5.2.8. Let r be a positive integer. There is a constant C such
that for a ∈W r,∞, the mapping u 7→ au− Tau extends from L2 to Hr and

(5.2.24)
∥∥au− Tau

∥∥
Hr ≤ C‖a‖W r,∞

∥∥u
∥∥
L2 .

Theorem 5.2.9. Let r be a positive integer. There is C such that for
a ∈ W r,∞ and α ∈ Nd of length |α| ≤ r, the mapping u 7→ a∂αxu − Ta∂

α
xu

extends from L2 to L2 and

(5.2.25)
∥∥a∂αxu− Ta∂

α
xu

∥∥
L2 ≤ C

∥∥a
∥∥
W r,∞

∥∥u
∥∥
L2 .

Proof of Theorem 5.2.8 . Start from the identity

au− Tau =

∞∑

k=−2

∆kaSk+2u = f + g .

with

f =

∞∑

k=−2

fk , fk :=
∑

|j−k|≤2

∆ka∆ju ,(5.2.26)

g =
∞∑

k=−2

gk, gk := ∆kaSk−3u(5.2.27)

We prove that f and g belong to Hr separately.
We first consider f . Propositions 4.1.11, 4.1.16 and 4.1.19 imply that

‖fk‖L2 ≤ C 2−k‖a‖W 1,∞ ρk ρk :=
∑

|j−k|≤2

‖∆ju‖L2 .

Moreover, ∑

k

ρ2
k ≤ C

∑

j

‖∆ju‖2
L2 ≤ C‖u‖2

L2 .

The spectrum of ∆ka is contained in the ball 2k−1 ≤ |ξ| ≤ 2k+1 and the
spectrum of ∆ju is containded in 2j−1 ≤ |ξ| ≤ 2j+1. Therefore, the spectrum
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of fk in contained in the ball |ξ| ≤ 2k+4. Hence, Proposition 4.1.12 implies
that f ∈ Hr and ∥∥f

∥∥
Hr ≤ C

∥∥a
∥∥
W r,∞

∥∥u
∥∥
L2 .

It remains to prove a similar estimate for g: we prove that for |α| ≤ r,
there holds

(5.2.28)
∥∥∂αx g

∥∥
L2 ≤ C

∥∥a
∥∥
W r,∞

∥∥u
∥∥
L2 .

The derivative ∂αx g is a linear combination of terms

(5.2.29) gα,β =
∑

k

∆k∂
α−β
x a Sγk−3∂

β
xu ,

1) Consider the case |β| > 0. By Proposition 4.1.16 and Corollary 4.1.7,
there holds ∥∥∆k∂

α−β
x a

∥∥
L∞ ≤ C2−k(r−|α|+|β|)

∥∥a
∥∥
W r,∞ .

Moreover,
∥∥Sk−3∂

β
xu‖L2 ≤

∥∥S−3∂
β
xu‖L2 +

∑

j≤k−3

∥∥∆j∂
β
xu‖L2 ≤ C

∑

j≤k−3

2j|β|εj

with
∑
ε2j ≤ ‖u‖2

L2 . Since |β| > 0, note that that
∑

j≤k−3

2j|β|εj = 2k|β|ρk with
∑

ρ2
k ≤ ‖u‖2

L2 .

Thus wk = ∆k∂
α−β
x a Sk−3∂

β
xu satisfies

∥∥wk
∥∥
L2 ≤ C2k(r−|α|)ρk

∥∥a
∥∥
W r,∞ .

Moreover, its spectrum of is contained in {2k−2 ≤ (1 + |ξ|2)1/2 ≤ 2k+2}.
Hence, Proposition 4.1.12 implies that gα,β =

∑
wk ∈ L2 and

(5.2.30)
∥∥gα,β

∥∥
L2 ≤ C

∥∥a
∥∥
W r,∞

∥∥u
∥∥
L2 .

2) Finally, consider the case β = 0. Let b = ∂αx a ∈ L∞. The spectrum
of ∆kaSk−3u is contained in {2k−2 ≤ (1 + |ξ|2)1/2 ≤ 2k+2}. Therefore

∥∥gα,0
∥∥2

L2 ≤ C
∑

k

∥∥∆kb Sk−3u
∥∥2

L2

To prove that gα,0 satisfies the estimate (5.2.30), it is therefore sufficient to
prove that ∑

k

∥∥∆kb Sk−3u
∥∥2

L2 ≤ C‖a‖2
W 1,∞‖u‖2

L2 .

This estimate is a consequence of the next two results which therefore com-
plete the proof of Theorem 5.2.8.
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Theorem 5.2.10. There is a constant C such that for all b ∈ L∞ and all
sequence vk in L2 one has

(5.2.31)

∫ ∑

k≥1

|∆kb(x)|2 |vk(x)|2dx ≤ C‖b‖2
L∞ ‖v∗‖2

L2

with

(5.2.32) v∗(x) := sup
k≥1

sup
|y−x|≤2−k

|vk(y)| .

Lemma 5.2.11. Consider u ∈ L2, vk = Sku and define v∗ by (5.2.32).
Then there is a constant C such that

(5.2.33) v∗(x) ≤ Cu∗(x)

where u∗ is the maximal function

u∗(x) := sup
R

1

Rn

∫

|y−x|≤R
|u(y)|dy

In particular, v∗ ∈ L2 and there is a constant C such that ‖v∗‖L2 ≤ C‖u‖L2.

In [CM] it is proved that when b ∈ BMO,
∑

k |∆kb(x)|2 ⊗ δt=2−k is
a Carleson measure which immediately implies (5.2.31) The fact that the
maximal function u∗ belongs to L2 when u ∈ L2 is also a well known result
from Harmonic Analysis (see e.g. [CM, Ste] ). For the sake of completeness,
we include a short proof of the estimate(5.2.31) in the easier case when
b ∈ L∞.

Proof of Theorem (5.2.10).
a) We show that for all open set Ω ⊂ Rd :

(5.2.34)
∑

k>0

‖∆kb‖2
L2(Ωk) ≤ C meas(Ω) ‖b‖2

L∞ ,

where Ωk denotes the set of points x ∈ Ω such that the ball B(x, 2−k) :=
{y ∈ Rd : |x− y| < 2−k} is contained in Ω.

Write b = b′ + b′′ with b′ = b1Ω. Denote by I(b) the left hand side of
(5.2.34). Then I(b) ≤ 2I(b′) + 2I(b′′). Therefore, it is sufficient to prove the
inequality separately for b′ and b′′. One has

∑

k

‖∆kb
′‖2
L2(Ωk) ≤

∑

k

‖∆kb
′‖2
L2(Rd) ≤ ‖b′‖2

L2 ≤ ‖b‖2
L∞ meas(Ω) .
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Thus, it remains to prove (5.2.34) for b′′.
The kernel of ∆k is Gk(x) = 2kdG0(2

kx) where G0 belongs to the
Schwartz’class S (Rd). Thus

∆kb
′′(x) =

∫
2kdG0(2

k(x− y))b′′(y) dy .

On the support of b′′, y /∈ Ω and for x ∈ Ωl, the distance |x − y| is larger
than 2−l. Thus, for x ∈ Ωl

|∆kb
′′(x)| ≤ ‖b′′‖L∞

∫

{|y|≥2−l}
2kd |G0(2

ky)| dy = ‖b′′‖L∞ g∗k−l

with

g∗l =

∫

{|y|≥2l}
|G0(y)| dy.

Let Ω′
0 := Ω0 and for l > 0, let Ω′

l = Ωl \Ωl−1. Then the pointwise estimate
above implies that

(5.2.35) ‖∆kb
′′‖2
L2(Ω′

l)
≤ ‖b‖2

L∞ meas(Ω′
l)

(
g∗k−l

)2
.

Since Ωk =
⋃
l≤k Ω′

l,

∑

k≥1

‖∆kb
′′‖2
L2(Ωk) =

∑

k≥1

k∑

l=0

‖∆kb
′′‖2
L2(Ω′

l)
.

With (2.4.26), this shows that

∑

k>0

‖∆kb
′′‖2
L2(Ωk) ≤

∑

l≥0

∑

k≥l

‖b‖2
L∞

(
g∗k−l

)2
meas(Ω′

l) .

Since G0 ∈ S , the sequence g∗k is rapidly decreasing and thus in ℓ2(N).
Therefore,

∑

k>0

‖∆kb
′′‖2
L2(Ωk) ≤ C ‖b‖2

L∞

∑

l≥0

meas(Ω′
l) = C ‖b‖2

L∞ meas(Ω) .

showing that b′′ also satisfies (5.2.34).

b) Let bk = ∆kb. Then

‖bkvk‖2
L2 = 2

∫ ∞

0
λ‖bk‖2

L2(Uk(λ)) dλ , where Uk(λ) = {|vk| > λ}
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For λ > 0, let Ω(λ) = {|v∗| > λ}. This is the set of points x such that there
are k > 0 and y such that |x− y| < 2−k and |vk(y)| > λ. Thus Ω(λ) is open
and if |vk(y)| > λ, the ball B(y, 2−k) is contained in Ω(λ). This shows that
for all k, Uk(λ) ⊂ Ωk(λ), where the Ωk’s are defined as in (5.2.34). Thus

∑

k>0

‖bk‖2
L2(Uk(λ)) ≤

∑

k>0

‖bk‖2
L2(Ωk(λ)) ≤ C ‖b‖2

L∞ meas(Ω(λ))

and

∑

k>0

‖bkvk‖2
L2 ≤ 2C ‖b‖2

L∞

∫ ∞

0
λ meas(Ω(λ)) dλ = C ‖b‖2

L∞ ‖v∗‖2
L2

which is (5.2.31).

Proof of Lemma 5.2.11. Sγk is the convolution operator with ϕχk, the in-
verse Fourier transform of χ(2−kξ). Thus there is C such that

|ϕk(x)| ≤ C 2dk(1 + 2k|x|)−d−1 .

Thus

|vk(x− x′)| ≤ C2dk
∫

(1 + 2k|y − x′|)−d−1 |u(x− y)|dy .

Splitting the domain of integration into annuli |y| ≈ 2j−k, j ≥ 0 implies that

sup
|x′|≤2−k

|vk(x− x′)| ≤ C ′ 2dk
∑

j≥0

2−j(d+1)2d(j−k)u∗(x)

and the lemma follows.

Proof of Theorem 5.2.9.
Use the notation E(a, u) = au− Tau. We show by induction on |α| ≤ r

that for

(5.2.36)
∥∥E(a, ∂αxu)

∥∥
Hr−|α| ≤ C

∥∥a
∥∥
W r,∞

∥∥u
∥∥
L2 .

For r > 0 and α = 0 this is Theorem 5.2.8. When r = α = 0, each term
au and Tau belongs to L2 when a ∈ L∞ and u ∈ L2. Suppose that is proved
for |α| ≤ l < r. The definition (5.2.1) of the para-product implies that

a∂xj∂
α
xu− Ta∂xj∂

α
xu =∂xj

(
a∂αxu− Ta∂

α
xu

)

− (∂xja)∂
α
xu+ T∂xja

∂αxu
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that is
E(a, ∂xj∂

α
xu) = ∂xjE(a, ∂αxu) − E(∂xja, ∂

α
xu).

By the induction hypothesis, E(a, ∂αxu) ∈ Hr−|α| and ∂xjE(a, ∂αxu) ∈ Hr−|α|−1.

The induction hypothesis also implies that E(∂xja, ∂
α
xu) ∈ Hr−1−|α|. Thus

(5.2.36) follows at the order l + 1, finishing the proof of the theorem.
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Chapter 6

Symbolic calculus

The symbolic calculus is what makes the theory efficient and useful. The
idea of symbolic calculus is to replace the calculus on operators (composition,
adjoints, inverses...) by a calculus on the symbols. This was done in Lem-
mas 4.2.2 and 4.2.3 for operators with symbols in the Schwartz class, but the
exact formulas (4.2.6) or (4.2.10) involve integrals and Fourier transforms
and are not easily usable. On the other hand, Proposition 3.2.3 answers
exactly the questions for Fourier multipliers : the calculus on operator is
isomorphic to an algebraic calculus on symbols. This is what one wants
to extend. The classical theory of pseudo-differential operators shows that
there are simple and usable, but approximate, formulas, if one allows for
error terms which are of order strictly less than the order of the main term.
This idea is already present in the definition of para-differential operators :
the operator Tψa depends on the choice of ψ, but Proposition 5.1.17 implies
that for a ∈ Γmr , changing the admissible function ψ would modify Ta, which
is of order m, by an operators of order m−r. The main purpose of this chap-
ter is to provide a symbolic calculus for symbols of limited smoothness r,
modulo errors terms which are r-smoother than the main term: composition
(Theorem 6.1.1), adjoints (Theorem 6.2.1). Next we provide applications to
elliptic estimates and G̊arding’s inequality (Theorem 6.3.4) which will be
also very important in the next part.

6.1 Composition

6.1.1 Statement of the result

Theorem 6.1.1. Consider a ∈ Γmr and b ∈ Γm
′

r , where r > 0.
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i) The symbol

(6.1.1) a♯b :=
∑

|α|<r

1

α!
∂αξ a(x, ξ)D

α
x b(x, ξ)

is well defined in
∑

j<r Γm+m′−j
r−j .

ii) Ta ◦ Tb − Ta♯b is of order ≤ m+m′ − r.
This extends to matrix valued symbols and operators.

In (6.1.1), Dx = 1
i ∂x

Because W r,∞(Rd) is a Banach algebra, we first note that

(6.1.2) a ∈ Γmr , b ∈ Γm
′

r ⇒ ab ∈ Γm+m′

r .

For a ∈ Γmr , b ∈ Γm
′

r and |α| < r:

(6.1.3) ∂αξ a ∈ Γm−|α|
r , Dα

x b ∈ Γm
′

r−|α|,

so that

(6.1.4) ∂αξ aD
α
x b ∈ Γ

m+m′−|α|
r−|α| .

Therefore

(6.1.5) a♯b =
∑

j<r

cj , cj =
∑

|α|=j

1

α!
∂αξ a(x, ξ) ∈ Γm+m′−j

r−j .

This proves the first part of the theorem.
We will check that the result in ii) does not depend on the choice of the

admissible cut-off function ψ used to define para-differential quantization T .
In a first step we study the composition of operators with symbols which
satisfy the spectral condition.

6.1.2 Proof of the main theorem

Lemma 6.1.2. Suppose that p ∈ Σm
0 and q ∈ Σm′

0 . Let θ be an admissible
cut-off function such that θ = 1 on a neighborhood of the support of Fxq.
Let

(6.1.6) σ(x, ξ) =

∫
H(x, y, ξ) q(y, ξ) dy

with

H(x, y, ξ) :=
1

(2π)d

∫
ei(x−y)ηp(x, ξ + η)θ(η, ξ) dη .
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belongs to Sm+m′

1,1 and

(6.1.7) p(x,Dx) ◦ q(x,Dx) = σ(x,Dx)

Moreover, if p and q satisfy the spectral condition (4.2.16) with param-
eters ε and ε′ and if ε + ε′ + εε′ < 1, then σ satisfies the spectral property
and σ ∈ Σm+m′

0 .

Proof. a) Using the approximation Lemma 4.2.11 it is sufficient to prove
(6.1.6) when p and q belong to S (Rd × Rd). In this case, Lemma 4.2.2
implies that p(x,Dx) ◦ q(x,Dx) = σ(x,Dx) where the symbol σ is given by
(4.2.7), that is

(6.1.8)

σ(x, ξ) = e−ixξ
(
p(x,Dx)ρξ

)
(x) ,

=
1

(2π)d

∫
eix(η−ξ)p(x, η)ρ̂ξ(η) dη ,

with ρξ(x) := eixξq(x, ξ). Since θ = 1 on the support of Fxq, there holds

ρ̂ξ(η) = Fxq(η − ξ, ξ) = θ(η − ξ, ξ)Fxq(η − ξ, ξ)

=

∫
ei(ξ−η)yθ(η − ξ, ξ)q(y, ξ)dy.

Substituting in (6.1.8) yields (6.1.6).

b) Because |η| < ε′′(1 + |ξ|) for some ε′′ < 1 on the support of θ, the
function r(x, ξ, η) = p(x, ξ + η)θ(η, ξ) satisfies

(6.1.9)
∣∣∂αx ∂βξ ∂β

′

η r(x, ξ, η)
∣∣ ≤ Cβ,β′(1 + |ξ|)m+|α|−|β|−|β′|.

Thus, by Lemma 4.3.2, H satisfies estimates of the form

(6.1.10)
∥∥∂αx ∂βξH(x, · , ξ)

∥∥
L1(Rd)

≤ Cα,β(1 + |ξ|)m+|α|−|β| .

Together with the estimates

∥∥∂βξ q(· , ξ)
∥∥
L∞(Rd)

≤ Cβ(1 + |ξ|)m′|−|β|,

this implies that σ ∈ Sm+m′

1,1 .

c) The spectrum of q(·, ξ) is contained in {|η| ≤ ε′(1 + |ξ|)}, hence the
spectrum of ρξ which is translated from the previous one by by ξ is contained
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in K = {η : |ξ − η| ≤ ε2(1 + |ξ|)}. Hence Lemma 4.2.12 implies that the
spectrum of p(x,Dx)ρξ is contained in

{
η + η′ : |ξ − η| ≤ ε′(1 + |ξ|), |η′| ≤ ε(1 + |η|)

}

⊂
{
ζ : |ξ − ζ| ≤ (ε′ + ε(1 + ε′))(1 + |ξ|)

}
.

Thus the spectrum of σ( · , ξ) is contained in {η : |η| ≤ δ(1 + |ξ|)} with
δ = ε + ε′ + εε′ and therefore σ satisfies the spectral property (4.2.16) if
δ < 1.

Proof of Theorem 6.1.1.
a) We first check that the result does not depend on the choice of

the admissible cut-off function ψ. Indeed, by Proposition 5.1.17 and Theo-
rem 5.1.15,

(6.1.11) Tψ1

a ◦ Tψ1

b − Tψ2

a ◦ Tψ2

b =
(
Tψ1

a − Tψ2

a

)
◦ Tψ1

b + Tψ2

a ◦
(
Tψ1

b − Tψ2

b

)

is of order ≤ m+m′ − r and

(6.1.12) Tψ1

a♯b − Tψ2

a♯b =
∑

j<r

Tψ1

cj − Tψ2

cj

where the cj are defined in (6.1.5). Since cj ∈ Γm+m′−j
r−j the difference

Tψ1
cj − Tψ2

cj is of order ≤ m+m′ − j − (r − j) = m+m′ − r.
Therefore, changing ψ if necessary, we now assume that the quantization

T is associated to an admissible function ψ whose parameter ε2 in (5.1.6) is
smaller that 1

4 .
b) Let θ be another admissible cut-off function such that θ = 1 on

a neighborhood of the support of ψ. Let σa and σb denote the symbols
associated to a and b. Then, Tψa = σa(x,Dx), T

ψ
b = σb(x,Dx) and by the

previous lemma, Tψa ◦ Tψb = σ(x,Dx) with

σ(x, ξ) =

∫
H(x, y, ξ)σb(y, ξ) dy

and

H(x, y, ξ, ) :=
1

(2π)d

∫
ei(x−y)ησa(x, ξ + η)θ(η, ξ) dη .

By Taylor’s formula:

(6.1.13) σa(x, ξ + η) =
∑

|α|<r

1

α!
∂αξ σa(x, ξ)η

α +
∑

|α|=r

ρα(x, ξ, η)ηα,

92



where r is the smallest integer ≥ r. Substituting, yields

σ =
∑

|α|<r

pα +
∑

|α|=r

qα

with

pα(x, ξ) =
1

(2π)dα!
∂αξ σa(x, ξ)

∫
ei(x−y)ηθ(η, ξ)ηασb(y, ξ) dydη

=
1

α!
∂αξ σa(x, ξ)D

α
xσb(x, ξ)

and

qα(x, ξ) =
1

(2π)d

∫
ei(x−y)ηρα(x, ξ, η)θ(η, ξ)ηασb(y, ξ) dydη

=

∫
Rα(x, x− y, ξ) (Dα

xσb)(y, ξ) dy

with

Rα(x, y, ξ) =
1

(2π)d

∫
eiyηρα(x, ξ, η)θ(η, ξ) dη .

In the computation of pα, we have used that θ( · , ξ) = 1 on the support of
Fxσb( · , ξ). Summing up, the Taylor expansion (6.1.13) implies the following
decomposition of σ:

(6.1.14) σ = σa♯σb + q,

with q =
∑
qα.

c) Note that by Proposition 5.1.9

(6.1.15) Dα
xσb ∈ Σm′+r−r

0 ,

so that ∥∥∂βξ ∂αxσb( · ξ)
∥∥
L∞(Rd)

≤ Cα,β(1 + |ξ|)m′+r−r−|β| .

Moreover, in the Taylor expansion (6.1.13), the remainders ρα involve r ξ-
derivatives of σa. Since θ is supported in |η| ≤ 1

4(1 + |ξ|), this implies that
rα(x, ξ, η) = ρα(x, ξ, η)θ(η, ξ) behaves like a symbol of degree m − r and
satisfies estimates of the form

∣∣∂βξ ∂β
′

η rα(x, ξ, η)
∣∣ ≤ Cα,β,β′(1 + |ξ|)m−r−|β|−|β′|.

Thus, by Lemma 4.3.2, Rα satisfies estimates
∥∥∂βξ Rα(x, · , ξ)

∥∥
L1(Rd)

≤ Cα,β(1 + |ξ|)m−r−|β|
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and therefore

(6.1.16)
∥∥∂βξ qα( · ξ)

∥∥
L∞(Rd)

≤ Cα,β(1 + |ξ|)m+m′−r−|β| .

d) Next we use the following lemma.

Lemma 6.1.3. If ψ satisfies (5.1.6) with ε1 < 1
2 , then for a ∈ Γmr and

b ∈ Γm
′

r

(6.1.17) σa♯σb − σa♯b ∈ Σm+m′−r
0 .

Combining with (6.1.14) and (6.1.16), it implies that σ − σa♯b satisfies
∥∥∂βξ

(
σ − σa♯b

)
( · ξ)

∥∥
L∞(Rd)

≤ Cβ(1 + |ξ|)m+m′−r−|β| .

Moreover, since we have chosen ψ such that ε1 <
1
4 , Lemma 6.1.2 implies

that σ satisfies the spectral property. Thus σ−σa♯b also satisfies the spectral
property and

(6.1.18) σ̃ := σ − σa♯b ∈ Σm+m′−r
0 .

Therefore, Ta ◦ Tb − Ta♯b = σ̃(x,Dx) is of order ≤ m+m′ − r.

Proof of Lemma 6.1.3.
Let a ∈ Γmr and b ∈ Γm

′

r . For |α| < r, by Propositions 5.1.9 and (5.1.10)

∂αξ σa − σ∂α
ξ a

∈ Σ
m−|α|−r
0

Dα
xσb = σDα

x b ∈ Σm′

r−|α|.

Moreover, these symbols satisfy the spectral property with parameter ε1 <
1
2 . Therefore, their products also satisfy the spectral property and

(6.1.19) ∂αξ σaD
α
xσb − σ∂α

ξ a
σDα

x b ∈ Σ
m+m′−|α|−r
0 ⊂ Σm+m′−r

0 .

Next we note that

a1 := ∂αξ a ∈ Γm−|α|
r , b1 := Dα

x b ∈ Γm
′

r−|α|, a1b1 ∈ Γ
m+m′−|α|
r−|α| .

Therefore, Proposition 5.1.8 implies that

a1 − σa1
∈ Γ

m−|α|−r
0 , b1 − σb1 ∈ Γ

m′−r+|α|
0 , a1b1 − σa1b1 ∈ Γm+m′−r

0 .

The first two properties imply that a1b1 − σa1
σb1 ∈ Γm+m′−r

0 and therefore

σa1b1 − σa1
σb1 ∈ Γm+m′−r

0 . Combining with (6.1.19) implies that

∂αξ σaD
α
xσb − σ∂α

ξ aD
α
x b ∈ Σm+m′−r

0

and the lemma follows, completing the proof of Theorem 6.1.1.
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6.1.3 A quantitative version

An examination of the proof of Theorem 6.1.1 yields estimates of the norm of
the operator Ta ◦Tb−Ta♯b in terms of the semi-norms (5.1.5) of the symbols
a and b, for a given quantization T .

Theorem 6.1.4. For all s ∈ R, there is a constant C such that for a ∈ Γmr ,
b ∈ Γm

′

r and u ∈ Hs+m+m′−r(Rd):

∥∥Ta ◦ Tbu− Ta♯bu
∥∥
Hs

≤ C
(
Mm
r (a;n)Mm′

0 (b;n0) +Mm
0 (a;n)Mm′

r (b;n0)
) ∥∥u

∥∥
Hs+m+m′−r .

with n0 = [d2 ] + 1 and n = n0 + r.

Proof. We review the proof of Theorem 6.1.1.
a) In a first step, we may have to change the admissible cut-off so that

the parameter ε2 is smaller than 1
4 . Applying (5.1.25) and (5.1.26) implies

that the norm of Ta ◦ Tb − T ′
a ◦ T ′

b is bounded by

C
(
Mm
r (a;n0)M

m′

0 (b;n0) +Mm
0 (a;n0)M

m′

r (b;n0)
)
.

Consider next for |α| < r, cα = ∂αξ aD
α
x b. For s ≥ 0, the inequality

(6.1.20)
∥∥uv

∥∥
W s ≤ C

(∥∥u
∥∥
L∞

∥∥v
∥∥
W s +

∥∥u
∥∥
W s

∥∥v
∥∥
L∞

)

implies that for symbols p ∈ Γµs and q ∈ Γµ
′

s ,

(6.1.21) Mµ+µ′

s (pq, n0) ≤ C
(
Mµ
s (p;n0)M

µ′

0 (q;n0) +Mµ
0 (p;n0)M

µ′

s (q;n0)
)

Moreover, for s′ ≤ s, the interpolation inequality

(6.1.22)
∥∥u

∥∥
W s′ ≤ C

∥∥u
∥∥1−δ

L∞

∥∥u
∥∥δ
W s

with δ = s′

s , implies that

(6.1.23) Mµ
s′(p, n) ≤ C

(
Mµ

0 (p;n)
)1−δ(

Mµ
s (p;n)

)δ
.
)

Therefore, by (6.1.21):

M
m+m′−|α|
r−|α| (cα, n0) ≤ C

(
Mm
r−|α|(a;n0 + |α|)Mm′

|α| (b;n0)

+Mm
0 (a;n0 + |α|)Mm′

r (b;n0)
)
.
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Using the interpolation inequality (6.1.22) forMm
r−|α|(a;n0+|α|) andMm′

|α| (b;n0),
we conclude that

(6.1.24)
M

m+m′−|α|
r−|α| (cα, n0) ≤ C

(
Mm
r (a;n)Mm′

0 (b;n0)

+Mm
0 (a;n)Mm′

r (b;n0)
)

Therefore, the norm of Ta♯b − T ′
a♯b is bounded by

(6.1.25) C
(
Mm
r (a;n)Mm′

0 (b;n0) +Mm
0 (a;n)Mm′

r (b;n0)
)
.

b) Assuming that the cut-off function satisfies the condition ε2 ≤ 1
4 ,

there holds Ta ◦Tb = σ(x,Dx) with σ = σa♯σb+ q and q ∈ Σm+m′−r
0 satisfies

(6.1.26) Mm+m′−r
0 (q, n0) ≤ CMm

0 (a;n)Mm′

r (b;n0).

Therefore, the norm of q(x,Dx) is bounded by (6.1.25).

c) There holds

Mm−r
0 (∂αξ σa − σ∂α

ξ a
;n0) ≤ CMm

r−|α|(a, n0 + |α|).

With the interpolation inequality (6.1.23), this implies that

Mm+m′−r
0 (∂αξ σaD

α
xσb − σ∂α

ξ a
σDα

x b;n0)

is bounded by (6.1.25). Similarly, Mm+m′−r
0 (σ∂α

ξ a
σDα

x b − σ∂α
ξ aD

α
x b;n0) sat-

isfies a similar estimate, as well as r = σa♯σb − σa♯b. Therefore the norm
of r(x,Dx) is bounded by (6.1.25) and this finishes the proof of the theo-
rem.

6.2 Adjoints

6.2.1 The main result

When p ∈ Sm1,1, the operator P = p(x,Dx) maps S to S . The adjoint
operator P ∗ is therefore defined from S

′ to S
′, such that

(6.2.1)
〈(
p(x,Dx)

)∗
u, v

〉
S ′×S

=
〈
u, p(x,Dx)v

〉
S ′×S

.

In general, P ∗ does not act from S to S . However, this is true when
the symbol p satisfies the spectral condition and in particular for para-
differential operators Ta.
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Theorem 6.2.1. Consider a matrix valued symbol a ∈ Γmr . Denote by (Ta)
∗

the adjoint operator of Ta and by a∗(x, ξ) the adjoint of the matrix a(x, ξ).
Then (Ta)

∗ − Tb is of order ≤ m− r where

(6.2.2) b =
∑

|α|<r

1

α!
Dα
x∂

α
ξ a

∗(x, ξ) ∈
∑

j<r

Γm−j
r−j .

It is sufficient to make the proof when a is scalar and from now on, we

restrict ourselves to this case. Note that Dα
x∂

α
ξ a(x, ξ)Γ

m−|α|
r−|α| , so that the

symbol b is well define.
In a preliminary step, we study the adjoint of operators with symbols in

Σm
0 .

Lemma 6.2.2. Suppose that p ∈ Σm
0 . Let q ∈ S

′(Rd × Rd) be defined by

(6.2.3) (Fxq)(η, ξ) = (Fxp)(η, ξ + η).

Then q ∈ Sm1,1, satisfies the weak spectral condition (4.3.12) and for all
u ∈ S :

(6.2.4) p(x,Dx)
∗u = q(x,Dx)u.

Moreover, if p satisfies the spectral condition (4.2.16) with parameter ε < 1
2 ,

then q ∈ Σm
0 .

Proof. Suppose first that p ∈ S . We have checked in Lemma 4.2.3 that the
adjoint of p(x,Dx) is q(x,Dx) with q given by (6.2.3), or equivalently

(Fxq)(η, ξ) = (Fxp)(−η, ξ + η).

If p satisfies the spectral condition (4.2.16) with parameter ε < 1, on the
support of Fxq, |η| ≤ ε(1 + |ξ + η|), implying that |ξ| ≤ |ξ + η| + |η| ≤
(1 + ε)(1 + |ξ + η|) and (1 − ε)|η| ≤ ε(1 + |ξ|). Therefore :

(6.2.5)

suppFxq ⊂
{
(η, ξ) : |η| ≤ ε

1 − ε
(1 + |ξ|)

and 1 + |ξ + η| ≥ 1

1 + ε
|ξ|

}
.

This proves that q always satisfies the weak spectral condition (4.3.12) and
the stronger form (4.2.16) when ε < 1

2 .
Let θ ∈ C∞(Rd × Rd) be such that for all α and β there is Cα,β such

that

(6.2.6)
∣∣∂αη ∂βξ θ(η, ξ)

∣∣ ≤ Cα,β(1 + |ξ|)−lα|−|β|,
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(6.2.7) θ = 1 on suppFxq,

and, for some positive constants κ and λ:

(6.2.8) θ(η, ξ) = 0 for |η| ≥ κ(1 + |ξ|) and for 1 + |ξ + |η| ≤ λ|ξ|

For instance, one can choose an admissible cut-off function ψ with param-
eters ε1 and ε1 such that ε < ε1 < ε2 < 1, so that ψ = 1 on the support
of Fxp. Thus, θ(η, ξ) = ψ(η, η + ξ) satisfies (6.2.6), (6.2.7) and (6.2.8) with
κ = ε2

1−ε2
and λ = 1.

Since θ = 1 on the support of Fxq, there holds

q(x, ξ) = (2π)−d
∫
eixηθ(η, ξ)(Fxp)(η, ξ + η)dη

= (2π)−d
∫
ei(x−y)ηp(y, ξ + η)θ(η, ξ)dydη.

Thus,

(6.2.9) q(x, ξ) =

∫
Q(x, y, ξ)dy

with

(6.2.10) Q(x, y, ξ) = (2π)−d
∫
e−iyηp(x+ y, ξ + η)θ(η, ξ)dη.

By (6.2.7), 1+|ξ+|η| ≈ 1+|ξ| on the support of θ. Thus, there are estimates
of the form:

(6.2.11)
∣∣∂αη p(x+ y, ξ + η)θ(η, ξ)

∣∣ ≤ Cα(1 + |ξ|)m−α.

The integral in (6.2.10) is carried over the ball in η of radius κ(1+ |ξ|). Thus
Lemma 4.3.2 implies

∥∥Q(x, · , ξ)
∥∥
L1 ≤ CMm

0 (p, d̃)(1 + |ξ|)m

where we use the notations (5.1.5) for the semi-norms of symbols and d̃ =
[d2 ] + 1. There are similar estimates for the ξ derivatives, implying that

(6.2.12)
∥∥∂βξ q(x, ξ)

∥∥
L1 ≤ CMm

0 (p, |β| + d̃)(1 + |ξ|)m−|β|.

The estimates of the x-derivatives immediately follow using the spectral
localization of Fxq in {|η| ≤ κ|ξ|}.

Let p ∈ Σm
0 . Consider approximations pn ∈ S of p as indicated in

Lemma 4.2.11. Then the estimates (6.2.12) imply that the symbols qn ∈ S

of the adjoints pn(x,Dx)
∗ are bounded in Sm1,1, implying that qn → q ∈ Sm1,1

and that q(x,Dx)u = p(x,Dx)
∗u when u ∈ S .
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Together with Theorem 4.3.4, the lemma implies the following

Corollary 6.2.3. If p ∈ Σm
0 , the adjoints p(x,Dx)

∗ maps S (Rd) into itself
and is an operator of order ≤ m.

End of the proof of Theorem 6.2.1.
a) We first check that the result does not depend on the choice of the

cut-off function ψ used to define the operator Ta. Indeed, if ψ1 and ψ2 are two
admissible cut-off functions, Tψ1

a − Tψ2
a = p(x,Dx), where p = σψ1

a − σψ2
a ∈

Σm−r
0 . Thus, Corollary 6.2.3 implies that (Tψ1

a )∗ − (Tψ2
a )∗ = p(x,Dx)

∗ is of
order ≤ m− r.

Moreover, Dα
x∂

α
ξ a ∈ Γ

m−|α|
r−|α| and thus Tψ1

Dα
x ∂

α
ξ a

− Tψ2

Dα
x ∂

α
ξ a

is of order ≤
m− |α| − (r − |α|) = m− r. Hence, Tψ1

b − Tψ2

b is of order ≤ m− r.
Therefore, we can assume that the function ψ satisfies the localization

property (5.1.6) with ε2 <
1
2 .

b) By Lemma 6.2.2, (Tψa )∗ = q(x,Dx) where the symbol q is given by

(6.2.9) (6.2.10) with p = σψa .
Introduce an admissible cut-off function θ(η, ξ) equal to 1 on {|η| ≤

2ε(1 + |ξ|) and vanishing on {|η| ≥ ε′2(1 + |ξ|) where 2ε < ε′2 < 1. Then, θ
satisfies (6.2.6) and (6.2.8) with κ = ε′2 and λ = 1

1−ε′
2

. Moreover,

(6.2.13) θ = 1 on suppFxσa and on suppFxq.

We use Taylor expansions:

σa(x+ y, ξ + η) =
∑

|α|<r

1

α!
ηα∂αξ σa(x+ y, ξ) +

∑

|α|=r

ηαρα(x+ y, ξ, α),

where r is the smallest integer ≥ r. Substituting in (6.2.9) yields

Q(x, y, ξ) =
∑

|α|<r

1

α!
Qα(x, y, ξ) +

∑

|α|=r

Rα(x, y, ξ)

with

Qα(x, y, ξ) = (2π)−d
∫
e−iyη∂αξ σa(x+ y, ξ)ηαθ(η, ξ)dη,

Rα(x, y, ξ) = (2π)−d
∫
e−iyηρα(x+ y, η, ξ)ηαθ(η, ξ)dη.

The ρα are given by integrals of ∂αξ σa(x+y, ξ+tη) over t ∈ [0, 1]. The support
condition implies that 1 + |ξ + tη| ≈ 1 + |ξ| on the support of θ, so that the
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ραθ satisfy estimates analogous to (6.2.11), implying by Lemma 4.3.2 that
Rα(x, · ξ) ∈ L1. There are similar estimates for the y-derivatives, implying
that one can perform integrations by parts and thus

(6.2.14) rα(x, ξ) :=

∫
Rα(x, y, ξ)dy =

∫
R̃α(x, y, ξ)dy

with

R̃α(x, y, ξ) = (2π)−d
∫
e−iyηDα

xρα(x+ y, η, ξ)θ(η, ξ)dη.

By Proposition 5.1.9, for |α| = r ≥ r, ∂αξ σa ∈ Σm−|α| and Dα
x∂

α
ξ σa ∈

Σm−|α|−r+|α| = Σm−r
0 . This implies that Dα

xρα(x + y, η, ξ)θ(η, ξ) satisfies
estimates of the form

∣∣∂βη
(
Dα
xρα(x+ y, η, ξ)θ(η, ξ)

)∣∣ ≤ Cβ(1 + |ξ|)m−r−|β|.

With Lemma 4.3.2, we conclude that

∣∣rα(x, ξ)
∣∣ ≤ C(1 + |ξ|)m−r.

There are similar estimates for the ξ derivatives, and therefore r =
∑
rα

satisfies estimates of the form

(6.2.15)
∣∣∂βξ r(x, ξ)

∣∣ ≤ Cβ(1 + |ξ|)m−r−|β|.

Similarly, since θ = 1 on the support of Fxp, there holds

(6.2.16) qα(x, ξ) :=

∫
Qα(x, y, ξ)dy = Dα

x∂
α
ξ σa(x, ξ).

Summing up, we have proved that

(6.2.17) q(x, ξ) =
∑

|α|<r

1

α!
Dα
x∂

α
ξ σa(x, ξ) + r(x, ξ).

The spectral property is satisfied by q and σa, thus by r, and therefore
(6.2.16) implies that r ∈ Σm−r

0 , so that r(x,Dx) is of order ≤ m− r.

c) BecauseDα
xa ∈ Γmr−|α|, Proposition 5.1.10 implies that r1 = Dα

x∂
α
ξ σa−

σDα
x ∂

α
ξ a

belongs to Σ
m−|α|−(r−|α|)
0 = Σm−r

0 . Thus r1(x,Dx) is also of order

≤ m− r. Adding up, we have proved that (Ta)
∗−Tb = r1(x,Dx) + r(x,Dx)

is order ≤ m− r.
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Theorem 6.2.1 also admits a quantitative version:

Theorem 6.2.4. For all s ∈ R, there is a constant C such that for all
a ∈ Γmr and u ∈ Hm+s−r, there holds

∥∥(
Ta

)∗
u− Tbu

∥∥
Hs ≤ CMm

r (a;n)
∥∥u

∥∥
Hs+m−r .

with n0 = [d2 ] + 1, n = n0 + r and b given by (6.2.2).

6.3 Applications

6.3.1 Elliptic estimates

Definition 6.3.1. A scalar symbol a ∈ Γm0 is said to be elliptic if there is
constant c > 0 such that

(6.3.1) ∀(x, ξ) : |a(x, ξ)| ≥ c(1 + |ξ|)m

More generally, a N × N matrix valued symbol a ∈ Γm0 is said to be
elliptic if det a ∈ ΓNm0 is elliptic.

For matrices, the condition is equivalent to the property that a(x, ξ) is
invertible for all (x, ξ) and there is a constant C such that

(6.3.2) ∀(x, ξ) : |a−1(x, ξ)| ≤ C(1 + |ξ|)−m.

The following result is elementary:

Lemma 6.3.2. If a is an elliptic symbol in Γmr , then a−1 is a symbol in
Γ−m
r .

Theorem 6.3.3. Given s and m, there ares constants C0 and C1 such that
for all elliptic symbol a ∈ Γm1 and u ∈ Hs:

(6.3.3)
∥∥u

∥∥
Hs ≤ K0

∥∥Tau
∥∥
Hs−m +K1

∥∥u
∥∥
Hs−1 ,

with

K0 = C0M
−m
0 (a−1;n0),

K1 = C1

(
M−m

1 (a−1;n0 + 1)Mm
0 (a;n0) +M−m

0 (a−1;n0 + 1)Mm
1 (a;n0)

)
.

and n0 = [d2 ] + 1.

Proof. Let b = a−1. For r = 1, the symbolic composition b♯a reduces to the
product ba = 1. Therefore u = TbTau+Ru where R is of order −1, and the
precise estimate (6.3.3) follows from (5.1.25) and Theorem 6.1.4.
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6.3.2 G̊arding’s inequality

Theorem 6.3.4. There are constants C0, C1 and C2 such that for all N×N
matrix symbol a ∈ Γm1 satisfying

(6.3.4) ∀(x, ξ) : Re a(x, ξ) ≥ c(1 + |ξ|)mId

for some constant c > 0, the positive square root b = (Re a)
1

2 belongs to Γ
m/2
1

and is elliptic and for all u ∈ Hm(Rd): and

(6.3.5)
1

K2
0

‖u‖2
Hm/2 ≤ Re

(
Tau, u

)
L2 + (K1 +K2

2 )‖u‖2

H
m−1

2

.

with

K0 = M
−m/2
0 (b−1;n0),

K1 = C1

(
Mm

1 (a;n0 + 1) +M
m/2
1 (b;n0 + 1)M

m/2
0 (b;n0 + 1)

)

K2 =
C2

K0

(
M

m/2
1 (b−1;n0 + 1)M

m/2
0 (b;n0) +M

−m/2
0 (b−1;n0 + 1)M

m/2
1 (b;n0)

)
.

Proof. There holds

Re
(
Tau, u

)
L2 =

(
ReTau, u

)
L2 , ReTa =

1

2
(Tau+ (Ta)

∗).

By Theorem 6.2.1, Tau+ (Ta)
∗ = 2TRe a +R where R is of order m− 1.

The assumption is that Re a is elliptic and definite positive. It implies

that its positive square root b = b∗ = (Re a)
1

2 is an elliptic symbol in Γ
m/2
1 .

Therefore TRe a = (Tb)
2Tb +R′ where R′ is of order m− 1. Thus :

Re
(
Tau, u

)
L2 =

∥∥Tbu
∥∥2

L2 +
(
(R+R′)u, u

)
L2 .

We conclude by applying the elliptic estimate of Theorem 6.3.3 to Tb and
together with the estimate

∣∣((R+R′)u, u
)
L2

∣∣ ≤ C
∥∥u

∥∥2

H
m−1

2

where C is the norm of R+R′ from H
m−1

2 to H
1−m

2 .

6.4 Pluri-homogeneous calculus

In applications to PDE’s, the notion of principal symbol plays a crucial
role. This leads to consider very naturally homogenenous symbols, which

102



are not C∞ at ξ = 0 except when they are polynomials. In this section,
we briefly indicated how the calculus developed above is easily adapted to
this framework. The main idea is that low frequencies are irrelevant in the
smoothness analysis and only contribute to remainders.

Definition 6.4.1 (Homogeneous symbols). For m ∈ R and r ≥ 0, Γ̇mr is the
set of functions a(x, ξ) on Rd × (Rd\{0}) which are homogeneous of degree
m and C∞ with respect to ξ 6= 0, and such that for all α ∈ Nd and ξ 6= 0,
∂αξ a( ·, , ξ) ∈W r(Rd) and

(6.4.1) sup
|ξ|=1

∥∥∂αξ a( · , ξ)
∥∥
W r < +∞.

The following lemma is elementary.

Lemma 6.4.2. Let θ ∈ C∞(Rd) be such that

(6.4.2) 1 − θ ∈ C∞
0 (Rd) and θ = 0 in a neighborhood of 0.

Then for all a ∈ Γ̇mr , the symbol a(x, ξ)θ(ξ) belongs to Γmr .
If θ′ is another function satisfying (6.4.2), then aθ − aθ′ ∈ Γµr for all

µ ∈ R.

Then one can define the following quantization for a ∈ Γ̇mr :

(6.4.3) Ṫau = Taθu.

Then, Ṫa is of order m, and changing the function θ modifies Ṫa by an
operator of order −∞, that is of order ≤ µ for all µ, and thus infinitely
smoothing. Similarly, if a ∈ Γmr then Ta − Ṫa is of order −∞

The rules for composition or taking adjoints leads to consider sums of
homogeneous symbols of different degrees.

Definition 6.4.3 (Pluri-homogeneous symbols). For m ∈ R and r > 0, Γ̃mr
is the space of sums

(6.4.4) a =
∑

j<r

aj

with aj ∈ Γ̇m−j
r−j .

The operator Ṫa =
∑
Ṫaj is still defined by (6.4.3). Note that Ṫaj is

uniquely defined up to an operator of order ≤ m − j − (r − j) = m − r so
that Ṫa is independent of the cut-off functions modulo operators of order
≤ m− r.

Then Theorems 6.1.1 and 6.2.1 have the following extensions:
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Theorem 6.4.4. Consider a =
∑
aj ∈ Γ̃mr and b =

∑
bj ∈ Γ̃m

′

r , where
r > 0. Then

(6.4.5) a♯b :=
∑

j<r

∑

|α|+k+l=j

1

α!
∂αξ ak(x, ξ)D

α
x bl(x, ξ)

belongs to Γ̃m+m′

r . Moreover, Ṫa ◦ Ṫb − Ṫa♯b is of order ≤ m+m′ − r.

Theorem 6.4.5. Consider a =
∑
aj ∈ Γ̃mr . Then

(6.4.6) b =
∑

j<r

∑

|α|+k=j

1

α!
Dα
x∂

α
ξ a

∗
k(x, ξ)

belongs to Γ̃mr . and (Ṫa)
∗ − Ṫb is of order ≤ m− r.
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Part III

Applications
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Chapter 7

Nonlinear Hyperbolic
Systems

In this chapter, we prove the local well posedness of the Cauchy problem for
nonlinear symmetrizable hyperbolic systems. The main result of the chapter
is Theorem 7.3.3. We also prove a blow-up criterion : the life span of the
smooth solution is limited either by a blow up in L∞ or the apparition of
a singularity in the gradient of the solution. In one space dimension, for
systems of conservation laws, there are global existence theorems in spaces
of functions with bounded variation, and singularities (shocks) do appear
in general. The existence of an analogous result in multi-D is a completely
open question. Possible references for the hyperbolic Cauchy problem are
[Fr1, Fr2, Fr3] in the linear case, [G̊a, La, Miz, Ma1, Ma2, Ma3, Hör, Tay]
for nonlinear equations or systems. In particular, this chapter is clearly
inspired by the work of made by A.Majda ([Ma1, Ma2] who applied the
pseudo-differential calculus to nonlinear boundary value problems and shock
waves. As said in the introduction, the present chapter is a preparation for
this kind of developments.

The main step consists in proving a priori energy estimates. The proof
is classical for systems which are symmetric in the sense of Friedrichs, using
integrations by parts as shown in Section 3.3. Here we assume only mi-
crolocal symmetrizability, property which is satisfied for instance for strictly
hyperbolic systems or more generally for hyperbolic systems with constant
multiplicity. As explained ind Chapter 3, for constant coefficient systems,
the symmetrizers are Fourier multipliers. The constant coefficient analysis
also provides us with symbols which symmetrize the symbol of nonconstant
coefficient systems. We use the para-differential calculus to transform these
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symbolic symmetrizers into operators which actually symmetrize the PDE
systems.

7.1 The L
2 linear theory

7.1.1 Statement of the result

We consider the Cauchy problem

(7.1.1)

{
Lu = f, on ]0, T [×R

d

u|t=0 = h

for a first order N ×N system with variable coefficients

(7.1.2) Lu := ∂tu+

d∑

j=1

Aj(t, x)∂ju

Assumption 7.1.1. The matrices Aj have W 1,∞ coefficients on [0, T ]×Rd

The symbol of the equation is

(7.1.3) A(t, x, ξ) =

d∑

j=1

ξjAj(t, x)

The system is assumed to be hyperbolic in the following sense :

Assumption 7.1.2 (Microlocal symmetrizability). There is a N×N matrix
S(t, x, ξ), homogeneous of degree 0 in ξ, with entries C∞ in ξ 6= 0 and W 1,∞

in (t, x) ∈ [0, T ] × Rd such that:
i) S(t, x, ξ) is self adjoint and definite positive, and there is c > 0

such that for all (t, x, ξ), S(t, x, ξ) ≥ cId;
ii) For all (t, x, ξ), S(t, x, ξ)A(t, x, ξ) is self-adjoint.

It means that
i) for all fixed (t, x), the constant coefficient system ∂t +A(t, x, ∂x) is

strongly hyperbolic and admits a symmetrizer S(t, x,Dx),
ii) the symbol S(t, x, ξ) is W 1,∞ in (t, x).

In particular, the case of symmetric systems in the sense of Friedriechs
corresponds to the case where S(t, x, ξ) can be chosen independent of ξ (see
Assumption 3.3.2).
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Theorem 7.1.3. For f ∈ L1([0, T ];L2(Rd)) and h ∈ L2(Rd)) the Cauchy
problem (7.1.1) has a unique solution u ∈ C0([0, T ];L2(Rd)). Moreover, here
are constants C and K such that for all f and h the solution u satisfies :

(7.1.4)
∥∥u(t)

∥∥
L2 ≤ CeKt

∥∥u(0)
∥∥
L2 + C

∫ t

0
CeK(t−s)

∥∥Lu(s)
∥∥
L2ds.

The precise dependence of C and K on bounds for the coefficients Aj
and S is given in (7.1.26) and (7.1.27) below. Knowing this dependence is
crucial for the nonlinear theory.

The proof of this Theorem is in three steps:
- There are constants C and K such that the estimate (7.1.4) is

satisfied for all u ∈ H1([0, T ] × Rd). For this, the main idea is to compare
the operator L to its para-differential version ∂t + TiA.

- We show that if u ∈ L2([0, T ] × Rd) is a solution of the Cauchy
problem, with f ∈ L1([0, T ];L2) and h ∈ L2, then actually u ∈ C0([0, T ];L2)
and satisfies the energy estimate (7.1.4). This implies uniqueness. The proof
is based on a regularization process (Friedrich’s lemma) which we prove here
using again the para-differential calculus.

- We construct a solution u ∈ L2([0, T ]×Rd) of the Cauchy problem,
which by step 2 is actually in C0([0, T ];L2).

7.1.2 Paralinearisation

We use the paradifferential calculus on Rd which applies to functions and
symbols on Rd. Below, we assume that the quantization is fixed, that is
associated to a fixed admissible cut-off function ψ and we use the notation
Ta for para-products or para-differential operators. We extend this calculus
to symbols and functions which also depend on time : When a and u are
symbols and functions on [0, T ] × Rd, we still denote by Tau the spatial
para-differential operator (or para-product) such that for all t ∈ [0, T ]

(7.1.5) (Tau)(t, · ) = Ta(t, · ) u(t, · ) .

Accordingly, we use the following notations:

Definition 7.1.4. Γmk ([0, T ] × Rd) denotes the space of symbols a(t, x, ξ)
such that the mapping t 7→ a(t, · ) is bounded from [0, T ] into the space
Γmk (Rd) of Definition 5.1.2.

Similarly, Γ̇mk ([0, T ] × Rd) denotes the space of symbols a(t, x, ξ), homo-
geneous of degree m in ξ 6= 0, such that the mapping t 7→ a(t, · ) is bounded
from [0, T ] into the space Γ̇mk (Rd) of Definition 6.4.1.

108



In particular, the assumptions on the coefficients of Aj imply that the
symbol A(t, x, ξ) belongs to Γ̇1

1([0, T ] × Rd) and also to Γ1
1([0, T ] × Rd).

Notations. Introduce

M0(A) =
∑

j

∥∥Aj
∥∥
L∞([0,T ]×Rd)

,(7.1.6)

M1(A) =
∑

j

sup
t∈[0,T ]

∥∥Aj(t, ·)
∥∥
W 1,∞(Rd)

.(7.1.7)

By definition iA(t, x, ξ) =
∑
Aj(t, x)(iξj) and

(7.1.8) TiAv =
d∑

j=1

TAj∂xjv.

Introduce

(7.1.9) Rv := A(t, x, ∂x)v − TiAv =

d∑

j=1

(
Aj − TAj

)
∂xjv.

Theorem 5.2.9 implies the following lemma:

Lemma 7.1.5. There is a constant γ such that for all u ∈ C0([0, T ];L2(Rd))
there holds for almost all t ∈ [0, T ]:

(7.1.10)
∥∥A(t, x, ∂x)u(t) − TiAu(t)

∥∥
L2 ≤ γM1(A)

∥∥u(t)
∥∥
L2 .

Using Gronwall’s lemma, this lemma implies that the estimate (7.1.4) is
a consequence of similar estimates where Lu replaced by ∂tu+ TiAu.

7.1.3 Symmetrizers

The Assumption 7.1.2 provides us with symbols S such that

(7.1.11) S ∈ Γ̇0
1([0, T ] × R

d), ∂tS ∈ Γ̇0
0([0, T ] × R

d).

The general idea is to show that the para-differential operator TS is a sym-
metrizer for the equation. However, we have to take care of the singularity
of S at ξ = 0 and also of remainders which will occur in the symbolic cal-
culus. This leads to technical modifications. First, note that the ellipticity
assumptions on S imply that

(7.1.12) S−1, S± 1

2 ∈ Γ̇0
1([0, T ] × R

d).
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Introduce θ ∈ C∞(Rd) such that 0 ≤ θ ≤ 1, θ = 0 for |ξ| ≥ 2 and such
that θ = 1 for all |ξ| ≤ 1. With a parameter λ ≥ 1 to be chosen let

V (t, x, ξ) = S
1

2 (t, x, ξ)(1 − θ(λ−1ξ))(7.1.13)

Σ(t) =
(
TV (t))

∗TV (t) +
(
θ(λ−1Dx)

)2
Id(7.1.14)

In particular,

(7.1.15)
(
Σu, u

)
L2 =

∥∥TV u
∥∥2

L2 +
∥∥θ(λ−1Dx)u

∥∥2

L2 .

To control the norm of various operators defined with S, we use the following
semi-norms (see (5.1.5)):
Notations. For r ≥ 0 and P in Γ0

k([0, T ]×Rd) and Q in Γ̇0
k([0, T ]×Rd),let

(7.1.16) Mr(P ;n) = sup
|α|≤n

sup
(t,ξ)∈[0,T ]×Rd

(1 + |ξ|)|α|
∥∥∂αξ P (t, · ξ)

∥∥
W r(Rd)

.

(7.1.17) Ṁr(Q;n) = sup
|α|≤n

sup
(t,ξ)∈[0,T ]×Sd−1

∥∥∂αξ P (t, · ξ)
∥∥
W r(Rd)

.

In particular, for k ∈ N,

(7.1.18) Mk(P ;n) = sup
|α|≤n

sup
|β|≤k

∥∥(1 + |ξ|)|α|∂βx∂αξ P (t, ., .)
∥∥
L∞([0,T ]×Rd×Rd)

.

There is a similar expression for Ṁk(Q;n).

Lemma 7.1.6. There are constants γ0, γ1 and γ such that for all t ∈ [0, T ],
the operator Σ(t) satisfies for all v ∈ L2(Rd):

∥∥Σ(t)v
∥∥
L2 ≤ C

∥∥v
∥∥
L2 .(7.1.19)

∥∥v
∥∥2

L2 ≤ C0

(
Σ(t)v, v

)
L2(7.1.20)

where

(7.1.21) C = γ
(
Ṁ0(S

1

2 ;n)
)2

+ 1, C0 = γ0

(
Ṁ0(S

− 1

2 ;n)
)2

with n = [n2 ] + 2, provided that λ ≥ max{λ1, 2} with

(7.1.22) λ1 = γ1

(
Ṁ0(S

− 1

2 ;n)Ṁ1(S
1

2 ;n) + Ṁ1(S
− 1

2 ;n)Ṁ0(S
1

2 ;n)
)
.
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Proof. By (5.1.25),

∥∥TV (t)v
∥∥
L2 ≤ γM0(V ;n0)

∥∥v
∥∥
L2 ,

with n0 = [d2 ] + 1. Thus the same estimate is valid for (TS0
)∗ and therefore

∥∥(TV (t))
∗TV (t)v

∥∥
L2 ≤ γ2

(
M0(V ;n0)

)2∥∥v
∥∥
L2 .

Next, we remark that

M0(V ;n0) ≤ γ′Ṁ0(S
1

2 ;n0)

with γ′ independent of λ. This implies (7.1.19)

Let V1 = S
1

2 (1 − θ) and W = S− 1

2 (1 − θ). Then, for λ ≥ 2:

V = V1(1 − θ(λ−1ξ)), W1V1 = (1 − θ)2Id.

Therefore Theorem 6.1.1 implies that

TW1
TV = (Id +R)(1 − θ(λ−1Dx))

where R is of order ≤ −1. More precisely, with (5.1.25) and Theorem 6.1.4,
we see that

∥∥(1 − θ(λ−1Dx)) v
∥∥
L2 ≤ γ0M0(W1;n)

∥∥TV v
∥∥
L2 + C1

∥∥(1 − θ(λ−1Dx))
∥∥
H−1

with

C1 = γ1

(
M0(W1;n)M1(V1;n) +M1(V1;n)M0(W1;n)

)
.

≤ γ′1

(
Ṁ0(S

− 1

2 ;n)Ṁ1(S
1

2 ;n) + Ṁ1(S
− 1

2 ;n)Ṁ0(S
1

2 ;n)
)

:=
1

2
λ1.

Because ∥∥(1 − θ(λ−1Dx))
∥∥
H−1 ≤ λ−1

∥∥(1 − θ(λ−1Dx))
∥∥
L2 ,

this implies that for λ ≥ λ1, there holds
∥∥(1 − θ(λ−1Dx)) v

∥∥
L2 ≤ 2γ0Ṁ0(W1;n)

∥∥TV v
∥∥
L2

≤ γ′0Ṁ0(S
− 1

2 ;n)
∥∥TV v

∥∥
L2 .

Squaring and this implies

∥∥v
∥∥2

L2 ≤ γ0

(
M0(S

− 1

2 ;n)
)2 ∥∥TV v

∥∥2

L2 +
∥∥θ(λ−1Dx)v

∥∥2

L2 .

Using (7.1.15), the estimate (7.1.20) follows.
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From now on we suppose that λ is fixed and equal to max{2, λ1}.

Lemma 7.1.7. There is a constant γ2 such that for all t ∈ [0, T ] and v ∈
H1(Rd):

(7.1.23) −1

2

(
∂tΣv, v

)
L2 + Re

(
Σ(t)TiAv, v

)
L2 ≤ K

∥∥u
∥∥2

L2

with

(7.1.24)
K = γ2

(
max{2, λ1}M0(A) + Ṁ0(∂tS

1

2 ;n)Ṁ0(S
1

2 ;n)

+ Ṁ1(S
1

2 ;n)Ṁ0(S
1

2 )M0(A) + Ṁ0(S;n)M1(A)
)
.

Proof. The definition of the quantization T implies that ∂tTV = T∂tV . Thus
∂tΣ = (T∂tV )∗TV +(TV )∗T∂tV is of order 0 and contributes to the first term
in K.

The symbolic calculus implies that

(TV )∗TV TiA − TiSA(1−θλ)2

is of order ≤ 0, where θλ(ξ) = θ(λ−1ξ). Since Re iSA = 0 , it follows that
ReTiSA(1−θλ)2 is also of order ≤ 0. More precisely, there holds

∥∥Re
(
(TV )∗TV TiA

)
u
∥∥
L2 ≤ K2

∥∥u
∥∥
L2

with
K2 = γ2

(
Ṁ1(S

1

2 ;n)Ṁ0(S
1

2 )M0(A) + Ṁ0(S;n)M1(A)
)
.

In addition,
∥∥θ2

λ(Dx)TiA
)
u
∥∥
L2 ≤ 2λ1

∥∥TiA
)
u
∥∥
H−1γ

′
2M0(A)

∥∥u
∥∥
L2 .

This implies (7.1.23).

7.1.4 The basic L
2 estimate

Proposition 7.1.8. There are constants C and K such that for all u ∈
L2([0, T ];H1(Rd)) with ∂tu ∈ L1([0, T ];L2(Rd))

(7.1.25)
∥∥u(t)

∥∥
L2 ≤ CeKt

∥∥u(0)
∥∥
L2 + C

∫ t

0
eK(t−t′)

∥∥Lu(t′)
∥∥
L2dt

′.

Moreover, there are functions C and K n such that the constants C and K
are of the form

(7.1.26) C = C
(
M0(S

− 1

2 ;n),M0(S
1

2 ;n)
)
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(7.1.27)
K = K

(
M0(S

− 1

2 ;n),M0(S
1

2 ;n),M0(A)
)

(
M0(∂tS

1

2 ;n) +M1(S
1

2 ;n) +M1(S
− 1

2 ;n) +M1(A)
)

We first prove a similar estimate for the para-differential equation

∂tu+ TiAu = f.

Proposition 7.1.9. There are constants C and K as in (7.1.26) and (7.1.27)
such that for all u ∈ L2([0, T ];H1(Rd)) with ∂tu ∈ L1([0, T ];L2(Rd)),

(7.1.28)
∥∥u(t)

∥∥
L2 ≤ CeKt

∥∥u(0)
∥∥
L2 + C

∫ t

0
eK(t−t′)

∥∥(∂tu+ TiAu)(t
′)
∥∥
L2dt

′.

Proof. This is an application of the method exposed in Section 3.1. When
u is smooth (for instance in C1([0, T ];H1), there holds

∂t
(
Σu, u)L2 = 2Re

(
Σf, u

)
L2 + Re

(
(∂tΣ − 2ΣTiA)u, u

)
L2

with f = ∂tu+ TiAu. Thus E = (Σu, u)L2 satisfies

∂tE ≤ 2E 1

2F 1

2 + 2KC0E

where F = (Σf, f)L2 and K and C0 given by (7.1.24) and (7.1.21) respec-
tively. Thus

E 1

2 (t) ≤ E 1

2 (0) +

∫ t

0
e(t−t

′)C0KF(t′)dt′

and the estimate follows using again the Lemma 7.1.6.
Since all the terms of the estimates are continuous for the norm of u ∈

L2([0, T ];H1(Rd)) with ∂tu ∈ L1([0, T ];L2(Rd)), by density, this implies
that the estimate is true for u in this space.

Proof of Proposition 7.1.8.
The para-linearization Lemma 7.1.5 and the estimate (7.1.28) immedi-

ately give an estimate similar to (7.1.25) with an additional term

(7.1.29) γM1(A)

∫ t

0
eK(t−t′)

∥∥u(t′)
∥∥
L2dt

′

in the right hand side. Gronwall’s lemma, implies (7.1.25) with a new con-
stant K ′ = K + γM1(A) which has the same form as K.
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7.1.5 Weak= Strong and uniqueness

For u ∈ L2([0, T ] × Rd), ∂tu is well defined in D
′(]0, T [×Rd) and Aj∂ju ∈

L2([0, T ];H−1(Rd)) ⊂ D
′(]0, T [×Rd) since the product

(a, v) 7→ av

is well defined from W 1,∞(Rd) ×H−1(Rd) 7→ H−1(Rd). Therefore, for f ∈
D

′(]0, T [×Rd) the equation

(7.1.30) Lu := ∂tu+A(t, x, ∂x)u = f

makes sense. Such a u ∈ L2([0, T ] × Rd) is called a weak solution of the
equation.

Lemma 7.1.10. If f ∈ L1([0, T ];L2(Rd) and u ∈ L2([0, T ] × Rd) satisfy
(7.1.30), then

(7.1.31) u ∈ C0([0, T ];H− 1

2 (Rd)).

Proof. The function v = u−
∫ t
0 f(t′)dt′ belongs to L2([0, T ], L2)+C0([0, T ];L2) ⊂

L2([0, T ], L2) and ∂tv ∈ L2([0, T ];H−1). Thus v and hence u belong to

C0([0, T ];H− 1

2 (Rd)).

In particular for a weak solution u ∈ L2([0, T ] × Rd) of (7.1.30) with
f ∈ L1([0, T ];L2(Rd), the trace

u|t=0 ∈ H− 1

2 (Rd)

is well defined and the initial Cauchy condition u|t=0 = h makes sense in

D
′(Rd).

Theorem 7.1.11. Suppose that u ∈ L2([0, T ] × (Rd) satisfies the equation
(7.1.1) with f ∈ L1([0, T ];L2(Rd) and h ∈ L2(Rd). Then u ∈ C0([0, T ];L2(Rd))
and u satisfies the energy estimates (7.1.25)

Corollary 7.1.12. If u ∈ L2([0, T ] × (Rd)) satisfies (7.1.1) with f = 0 and
h = 0, then u = 0.

Let Jε = (1 − ε∆)−
1

2 . It is the Fourier multiplier with symbol ε =

(1 + ε|ξ|2)− 1

2 . We use the following facts:
- for fixed ε > 0, ε ∈ S−1

1,0 and Jε is of order −1;

- the family {ε; ε ∈]0, 1]} is bounded in S0
1,0 and in particular, the

Jε are uniformly bounded in L2 and Hs;
- for all v ∈ Hs, Jεv → v in Hs as ε→ 0.
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Lemma 7.1.13. If u ∈ L2([0, T ]×(Rd) satisfies (7.1.1) with f ∈ L1([0, T ];L2(Rd),
then

(7.1.32) LJεu = fε ∈ L1([0, T ];L2(Rd)

and fε → f in f ∈ L1([0, T ];L2(Rd).

Proof. By Lemma 7.1.5, the operators R(t) = A(t, x, ∂x) − TiA(t) satisfies
∥∥R(t)v

∥∥
L2 ≤ K

∥∥v
∥∥
L2 .

Thus, [R(t), Jε] = R(t)Jε − JεR(t) are uniformly bounded in L2.
The symbolic calculus implies that the commutators [TiA(t), Jε] = [TiA, Tε ]

are uniformly or order 0 thus there is K such that for all t:
∥∥[TiA, Jε]v

∥∥
L2 ≤ K

∥∥v
∥∥
L2 .

Adding up, we see that there is K such that for all t and all ε ∈]0, 1]:

(7.1.33)
∥∥[A(t, x, ∂x), Jε]v

∥∥
L2 ≤ K

∥∥v
∥∥
L2 .

Moreover, for all v ∈ H1([0, T ]×Rd) and all t, the commutator [A(t, x, ∂x), Jε]v
tends to 0 in L2 since each term A(t, x, ∂x)Jεv and JεA(t, x, ∂x)v converge
to A(t, x, ∂x)v. Using the uniform bound (7.1.33) and the density of H1 into
L2, this shows that for all u ∈ L2([0, T ] × Rd)

gε := [A(t, x, ∂x), Jε]u(t) → 0 in L2.

In particular ∫ T

0

∥∥gε(t)
∥∥
L2dt → 0 as ε→ 0.

Because Jε and ∂t commute, there holds (in the sense of distributions)

(7.1.34) ∂tJε +A(t, x, ∂x)Jε = Jεf + gε

and the lemma follows.

Proof of Theorem 7.1.11. Because Jεu ∈ C0([0, T ];H1) and

∂tJεu = fε −A(t, x, ∂x)Jεu ∈ L1([0, T ];H1) + C0([0, T ];L2)

one can apply Theorem 7.1.3 to Jεu − Jε′u. The corresponding estimate
imply that the Jεu form a Cauchy family in C0([0, T ];L2) as ε → 0. Thus
Jεu converge in C0([0, T ];L2). Since Jεu→ u in L2([0, T ]× Rd), this shows
that u ∈ C0([0, T ];L2) and Jεu→ u in C0([0, T ];L2).

Theorem 7.1.3 can also be applied to Jε and passing to the limit in the
estimates satisfied by Jεu proves that u satisfies (7.1.4).
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7.1.6 Existence

To finish the proof of Theorem 7.1.3, it remains to prove the existence of
weak solutions.

Theorem 7.1.14. For f ∈ L1([0, T ];L2(Rd)) and h ∈ L2(Rd)) the Cauchy
problem (7.1.1) has a unique solution u ∈ L2([0, T ] × Rd) which therefore
belongs to C0([0, T ];L2(Rd)) and satisfies the energy estimate (7.1.25).

Proof. Consider the equation

(7.1.35) ∂tuε +A(t, x, ∂x)Jεuε = f, uε|t=0 = h.

For each fixed ε > 0, A(t, x, ∂x)Jε is bounded in L2 and the theorem of
Cauchy-Lipschitz implies that there is a solution u ∈ C0([0, T ];L2).

The main point is that all the estimates proved for ∂t + A(t, x, ∂x) are
satisfied for ∂t +A(t, x, ∂x)Jε, uniformly in ε. Indeed:

- Lemma 7.1.5 implies that the errors A(t, x, ∂x)u − TiAε are uni-
formly bounded in L2,

- the proof of Proposition 7.1.9 applies to ∂t+TiAε because S(t, x, ξ)
symmetrizes A(t, x, ξ)ε(ξ) and provides us with uniform estimates since the
family of symbols A(t, x, ξ)ε(ξ) is bounded in Γ1

1.
The uniform estimates for ∂t +A(t, x, ∂x)Jε imply that the sequence uε

is bounded in C0([0, T ];L2(Rd)). Using the equation, we see that ∂tuε − f
is bounded in C0([0, T ];H−1(Rd)).

Therefore, by Ascoli-Arzela theorem, there is a subsequence, still denoted
bu uε, which converges in C0([0, T ];L2

w(Rd)), where L2
w denotes the space

L2 equipped with the weak topology. There is no difficulty to pass to the
limit in the equation, and the limit u ∈ C0([0, T ];L2

w(Rd)) ⊂ L2([0, T ]×Rd)
is a (weak) solution of the Cauchy problem.

7.2 The H
s linear theory

7.2.1 Statement of the result

We always assume in this section that Assumption 7.1.2 is satified. We now
assume that s > d

2 + 1 is given and that Assumption 7.1.1 is strengthened
as follows:

Assumption 7.2.1. The matrices Aj have coefficients in W 1,∞ and for all
k ∈ {1, . . . , d}, ∂xk

Aj ∈ L∞([0, T ];Hs−1(Rd)).
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For example, the coefficients can be of the form constant + function in
C0(Hs) ∩ C1(Hs−1).

Theorem 7.2.2. For f ∈ L1([0, T ];Hs(Rd)) and h ∈ Hs(Rd)) the Cauchy
problem (7.1.1) has a unique solution u ∈ C0([0, T ];Hs(Rd)). Moreover,
here are constants C and Ks such that for all f and h the solution u satisfies:

(7.2.1)
∥∥u(t)

∥∥
Hs ≤ CeKst

∥∥u(0)
∥∥
Hs + C

∫ t

0
CeKs(t−t′)

∥∥Lu(t′)
∥∥
Hsdt

′.

The constant C is still of the form (7.1.26). The form of the constant
Ks is given in (7.2.6) below.

7.2.2 Paralinearisation

Notations. Parallel to (7.1.6), introduce

(7.2.2) MHs(A) =
∑

j

sup
t∈[0,T ]

∥∥∇xAj(t, ·)
∥∥
Hs−1(Rd)

.

Proposition 5.2.2 implies that

(7.2.3)
∥∥Aj∂xju(t) − TiAjξju(t)

∥∥
Hs ≤ γ

∥∥∇xAj(t, · )
∥∥
Hs−1

∥∥∇xu(t)
∥∥
L∞ .

Therefore:

Lemma 7.2.3. There is a constant γ such that for u ∈ C0([0, T ];H1):

(7.2.4)
∥∥A(t, x, ∂x)u(t) − TiAu(t)

∥∥
Hs ≤ γMHs(A)

∥∥u(t)
∥∥
Hs .

7.2.3 Estimates

Proposition 7.2.4. There are constants C and K of the form (7.1.26) and
(7.1.27) such that for all u ∈ C1([0, T ];Hs) ∩ C0([0, T ];Hs+1) there holds

(7.2.5)
∥∥u(t)

∥∥
Hs ≤ CeKt

∥∥u(0)
∥∥
Hs + C

∫ t

0
eK(t−t′)

∥∥∂t + TiAu(t
′)
∥∥
Hsdt

′.

Proof. Let v = (1 − ∆x)
1

2
su = T

(1+|ξ|2)
1
2

su. By the symbolic calculus,

∂tv + TiAv = (1 − ∆x)
1

2
sf + Psu
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with P of order s and of norm O(M1(A)) from Hs to L2. Thus the L2

estimate for v implies an Hs estimate (7.2.5) with the additional term

CM1(A)

∫ t

0
eK(t−t′)

∥∥u(t′)
∥∥
Hsdt

′.

in the right hand side. This implies (7.2.5) with a new constant K ′ =
K + CM1(A) which is still of the form (7.1.27).

Using this estimate together with (7.2.4) and Gronwall’s lemma imme-
diately implies that following:

Proposition 7.2.5. There are constants C of the form (7.1.26) and Ks of
the form

(7.2.6) Ks = K ′ + C ′MHs(A)

with C ′ and K ′ of the form (7.1.26) and (7.1.27) respectively, such that the
energy estimate (7.2.1) is satisfied for all u ∈ C1([0, T ];Hs)∩C0([0, T ];Hs+1)

Remark 7.2.6. Ot is noticeable that for the para-differential equation, the
estimate depends only the Lipschitz norm of the coefficients.

7.2.4 Smoothing effect in time

Using the mollifiers Jε as in the proof of Theorem 7.1.11, one obtains the
following similar result.

Proposition 7.2.7. Suppose that u ∈ L2([0, T ];Hs(Rd)) is a solution of the
Cauchy problem (7.1.1) with f ∈ L1([0, T ];Hs(Rd)) and h ∈ Hs(Rd). Then
u ∈ C0([0, T ];Hs(Rd)) and u satisfies the energy estimates (7.2.1).

7.2.5 Existence

Theorem 7.2.8. For f ∈ L1([0, T ];HsRd)) and h ∈ Hs(Rd)) the Cauchy
problem (7.1.1) has a unique solution u ∈ L2([0, T ];Hs(Rd)) which therefore
belongs to C0([0, T ];Hs(Rd)) and satisfies the energy estimate (7.2.1).

Proof. The proof is similar to the proof of Theorem 7.1.3. We consider the
mollified equation

(7.2.7) ∂tuε +A(t, x, ∂xJε)uε = f, uε|t=0 = h.

For each fixed ε > 0, A(t, x, ∂x)Jε is bounded in Hs and the theorem of
Cauchy-Lipschitz implies that there is a solution u ∈ C0([0, T ];Hs).
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Again, we use that the estimates are uniform in ε, so that the se-
quence uε is bounded in C0([0, T ];Hs(Rd)) and ∂tuε − f is bounded in
C0([0, T ];Hs−1(Rd)). Therefore, a subsequence converges in C0([0, T ];Hs

w(Rd)),
where Hs

w denotes the space Hs equipped with the weak topology. The limit
u ∈ L2([0, T ];Hs(Rd)) is a (weak) solution of the Cauchy problem.

We conclude, using Proposition 7.2.7.

7.3 Quasi-linear systems

7.3.1 Statement of the results

We consider a first order N ×N quasi-linear system

(7.3.1)





∂tu+

d∑

j=1

Aj(u)∂ju = f + F (u),

u|t=0 = h.

Assumption 7.3.1. The matrices Aj are C∞ functions of u ∈ RN . F is a
smooth function of u and F (0) = 0.

For simplicity, we assume here that the coefficients Aj do not depend on
the variables (t, x). The extension to systems with coefficients Aj(t, x, u) is
left as an exercise.

The symbol of the equation is

(7.3.2) A(u, ξ) =
d∑

j=1

ξjAj(u)

Assumption 7.3.2 (Hyperbolicity). There is a N ×N matrix S(u, ξ), ho-
mogeneous of degree 0 in ξ, with entries C∞ in (u, ξ) when ξ 6= 0 and such
that:

i) S(u, ξ) is self adjoint and definite positive,
ii) For all (u, ξ), S(uξ)A(t, x, ξ) is self-adjoint.

We consider a Sobolev index s > d
2 + 1 which is fixed throughout this

section.

Theorem 7.3.3. For f ∈ C0([0, T ];Hs(Rd) and h ∈ Hs(Rd), there is T ′ > 0
and a unique solution u ∈ C0([0, T ′];Hs(Rd)) of the Cauchy problem (7.3.1).

An estimate from below of T ′ is given in the proof of the theorem.
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Uniqueness allows to define the maximal time of existence :
T ∗ is the supremum of T ′ ∈ [0, T ] such that the Cauchy problem

has a solution u ∈ C0([0, T ′];Hs(Rd)).
The theorem implies that T ∗ > 0. By uniqueness, the solution u is

therefore defined for all t < T ∗ and u ∈ C0([0, T ∗[;Hs(Rd)).

Theorem 7.3.4. Either T ∗ = T or

(7.3.3) lim sup
t→T ∗

∥∥u
∥∥
L∞([0,t]×Rd)

+
∥∥∇t,xu

∥∥
L∞([0,t]×Rd)

= +∞.

7.3.2 Local in time existence

We consider the iterative scheme defined by u0(t, x) = h(x) and for n ≥ 0 :

(7.3.4)





∂tun+1 +
d∑

j=1

Aj(un)∂jun+1 = f + F (un),

un+1|t=0 = h.

Lemma 7.3.5. The un are defined for all n and

(7.3.5) un ∈ C0([0, T ];Hs(Rd)), ∂tun ∈ C0([0, T ];Hs−1(Rd)).

Proof. This is true for u0. Suppose that un satisfies (7.3.5). Therefore, un
belongs to W 1,∞ as well as the coefficients Aj(un(t, x)). Moreover, applying
Theorem 5.2.6 to Aj(u)−Aj(0), implies that ∇xAj(un) ∈ C0([0, T ];Hs−1).
Moreover, the linear equation (7.3.4) admitd the symmetrizers S(un(t, x), ξ)
which satisfy the conditions of Assumption 7.1.2. Therefore Theorem 7.2.2
can be applied, and (7.3.5) has a unique solution un+1 ∈ C0([0, T ];Hs). The
property ∂tun+1 ∈ C0([0, T ];Hs−1(Rd)) follows from the equation.

Lemma 7.3.6. There is T ′ ∈]0, T ], such that the sequences un and ∂tun are
bounded in C0([0, T ′];Hs(Rd)) and in C0([0, T ′];Hs−1(Rd)) respectively.

Proof. We prove by induction that there are T ′ > 0 and constants m, R and
R1 such that

∥∥un
∥∥
L∞([0,T ′]×Rd)

≤ m,(7.3.6)

sup
t∈[0,T ′]

∥∥un(t)
∥∥
Hs(Rd)

≤ R,(7.3.7)

sup
t∈[0,T ′]

∥∥∂tun(t)
∥∥
Hs−1(Rd)

≤ R1.(7.3.8)
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We use the energy estimates (7.2.1) on [0, T ′] for the linear problem (7.3.4),
assuming un satisfies the estimates above. There are constants Cn and Kn,
depending on un, such that

∥∥un+1(t)
∥∥
Hs ≤ Cne

Knt
∥∥h

∥∥
Hs + Cn

∫ t

0
eKn(t−t′)

∥∥f(t′) + F (un(t
′))

∥∥
Hsdt

′.

The symmetrizer is Sn(t, x, ξ) = S(un(t, x), ξ). If un satisfies the induction
hypothesis, Assumption 7.3.2 implies that the semi norms occurring in the
definition of the the constants satisfy

M0(S
±
n ; k) ≤ F (m), M1(S

±
n ; k) ≤ F1(R)

where F and F1 are increasing functions of their argument. Therefore, there
are functions C(m) and K(m,R,R1) such that the constants Cn and Kn

satisfy Cn ≤ C(m) and Kn ≤ K(m,R,R1).
The Hs norm of F (un) is also estimated by K(R), and finally, we see

that there are constants C = C(m) and K = K(m,R,R1) such that

(7.3.9)
∥∥un+1(t)

∥∥
Hs ≤ CeKt

∥∥h
∥∥
Hs + tCeKt(Φ +K)

where
Φ = sup

t∈[0,T ]

∥∥f(t)
∥∥
Hs(Rd)

Using the equation, this implies that there is a function D(R)

(7.3.10)
∥∥∂tun+1(t)

∥∥
Hs−1 ≤ Φ +D(R)

∥∥un+1(t)
∥∥
Hs .

We first choose

(7.3.11) m >
∥∥h

∥∥
L∞(Rd)

Next we choose

(7.3.12) R > C(m)
∥∥h

∥∥
Hs(Rd)

,

(7.3.13) R1 > Φ +RD(R).

Therefore, if T ′ is small enough,

(7.3.14) C(m)eT
′K

(∥∥h
∥∥
Hs(Rd)

+ T ′(Φ +K)
)
≤ R,
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and the energy estimates (7.3.9) and (7.3.10) imply that un+1 satisfies (7.3.7)
and (7.3.8)

The estimate of ∂tun+1 implies that

(7.3.15)
∥∥un+1(t) − h

∥∥
L∞ ≤ γ

∥∥un+1(t) − h
∥∥
Hs−1 ≤ tR1,

and thus, ∥∥un+1(t)
∥∥
L∞ ≤

∥∥h
∥∥
L∞ + tR1.

If T ′ is small enough, the right hand side is ≤ m, implying that un+1 satisfies
(7.3.6).

Lemma 7.3.7. The sequence un is a Cauchy sequence in C0([0, T ′];L2(Rd)).

Proof. Set vn := un+1 − un. For n ≥ 1, it satisfies

(7.3.16)





∂tvn +
d∑

j=1

Aj(un)∂jvn = gn,

vn+1|t=0 = 0

with

gn = F (un) − F (un−1) +
d∑

j=1

(
Aj(un−1) −Aj(un)

)
∂jun.

Using the uniform bounds for un and un+1, we see that there is a constant
R such that for all n and all (t, x) ∈ [0, T ′] × Rd:

|gn(t, x)| ≤ R|vn−1(t, x)|

The uniform bounds also imply that the L2 energy estimates for (7.3.16)
are satisfied with constants independent of n. Therefore, there is a M ,
independent of n, such that for all n ≥ 1:

∥∥vn(t)
∥∥
L2 ≤ R

∫ t

0

∥∥vn−1(t
′)
∥∥
L2dt

′.

Hence ∥∥vn(t)
∥∥
L2 ≤ tnRn

n!
sup

t′∈[0,T ′]

∥∥v0(t′)
∥∥
L2

Thus the series
∑
vn converges in C0([0, T ′];L2(Rd)).
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Proof. Proof of Theorem 7.3.3 The uniform bounds and the convergence in
C0([0, T ′];L2(Rd)) imply that the sequence un converges in C0([0, T ′];Hs′(Rd))
for all s′ < s. Similarly, ∂tun converges in C0([0, T ′];Hs′−1(Rd)) Choosing
s′ > d

2 +1, this implies a uniform convergence in C0 of un and ∇t,xun. Thus

the limit u is solution of the equation. Moreover, u ∈ C0([0, T ′];Hs′(Rd))
and u ∈ L∞([0, T ];Hs) and ∂tu ∈ L∞([0, T ];Hs−1).

The next step consists in considering (7.3.1) as a linear equation in
u ∈ L2([0, T ′];Hs) with coefficients Aj in L∞([0, T ′], Hs). Proposition 7.2.7
implies that u ∈ C0([0, T ];Hs).

Remark 7.3.8. The proof above shows that the time of existence is uni-
formly estimated from below by a uniform T ′ when the data f and h remain
in bounded sets.

7.3.3 Blow up criterion

The proof of Theorem 7.3.4 is based on the following a priori estimate:

Theorem 7.3.9. For all M , there are constants C(M) and K(M) such that
for all solution u ∈ C1([0, T ];Hs) ∩ C0([0, T ];Hs+1) which satisfies

(7.3.17)
∥∥u

∥∥
W 1,∞([0,T ]×Rd)

≤M

there holds

(7.3.18)
∥∥u(t)

∥∥
Hs ≤ CeKt

∥∥u(t)
∥∥
Hs + C

∫ t

0
CeK(t−s)

∥∥f(s)
∥∥
Hsds.

Proof. With Aj = Aj(u) the paralinearisation theorem implies that

(7.3.19)
∥∥A(u, ∂x)u(t) − TiAu(t)

∥∥
Hs ≤ K

∥∥u(t)
∥∥
Hs .

with K = K(M). Then, the estimates follows from Proposition 7.2.4 for
the para-differential equation and Gronwall’s Lemma to absorb the integral
in ‖u(t′)‖Hs which appears in the right hand side.

Proof of Theorem 7.3.3.
Suppose that T ∗ < T but that there is M such that for all t < T ∗

∥∥u(t)
∥∥
L∞(Rd)

+
∥∥∇t,xu(t)

∥∥
L∞(Rd)

. ≤M

By Theorem 7.3.9, the Hs norm of u(t) remains bounded by a constant R.
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Following the Remark 7.3.8, there is T ′ > 0 such that the Cauchy prob-
lem (7.3.1) with f in a ball of C0([0, T ];Hs) and ‖h‖Hs ≤ R has a solution
in C0([0, T ′];Hs). We apply this result for the Cauchy problem with initial
time T1 = T ∗ − T ′/2 and initial data u(T1) which satisfies ‖u(T1)‖Hs ≤ R.
Therefore this initial value problem has a solution in C0([T1, T2];H

s) with
T2 = min(T1 + T ′, T ). By uniqueness, it must be equal to u on [T1, T

∗[,
and therefore u has an extension ũ ∈ C0([0, T2];H

s) solution of the Cauchy
problem. Since T2 > T ∗, this contradicts the definition of T ∗ and the proof
of the theorem is complete.
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Chapter 8

Systems of Schrödinger
equations

In this chapter, we give another application of the symbolic calculus to the
analysis of the Cauchy problem for systems of Schrödinger equations. The
Schrödinger equation is very classical in optics as it models the propaga-
tion of a coherent beam along long distances. The dispersive character of
Schröndinger equation encounters for the dispersion of light in the direc-
tions transverse to the beam. The coupling of such equations thus models
the interaction of several beams. For an introduction to nonlinear optics
we can refer for instance to to [Blo, Boy, NM] and for examples of coupled
Schrödinger equations, to [CC, CCM].

8.1 Introduction

Motivated by nonlinear optics, we consider systems of scalar Schrödinger
equations:

(8.1.1) ∂tuj + iλj∆xuj =

N∑

k=1

bj,k(u, ∂x)uk, j ∈ {1, . . . , N},

where the λj are real and the bj,k(u, ∂x) are first order in ∂x. See [CC] and
the references therein. In general, the nonlinear terms depend on u and u:

(8.1.2) ∂tuj + iλj∆xuj =
N∑

k=1

bj,k(u, ∂x)uk + cj,k(u, ∂x)uk
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where the cj,k(u, ∂x) are also of first order in ∂x. Introducing u and u as
separate unknowns reduces to the form (8.1.1) for a doubled system.

This system can be written in a more condensed form

(8.1.3) ∂tu+ iA(∂x)u+B(t, x, u, ∂x)u = 0

with A = diag(λj) second order and B a first order N ×N system

(8.1.4) B(t, x, u, ∂x) =
d∑

j=1

Bj(t, x, u)∂xj .

For the local existence of smooth solutions, the easy case is when the
first order part, B(u, ∂x) in the right hand side is hyperbolic symmetric, that
is when the matrices Bj are self adjoint. In this case, there are obvious L2

estimates (for the linearized equations) followed by Hs estimates obtained
by differentiating the equations as in Section 3.3. They imply the local well-
posedness of the Cauchy problem for (8.1.1) in Sobolev spaces Hs(Rd) for
s > 1 + d

2 .
But in many examples, B(u, ∂x) is not symmetric and even more ∂t −

B(u, ∂x) is not hyperbolic, implying that the Cauchy problem for ∂tu −
B(u, ∂x)u = 0 is ill posed. However, the Cauchy problem for (8.1.1) may be
well posed even if it is ill posed for the first order part. The main objective
of this chapter is to show that under suitable assumptions, one can use the
symbolic calculus to transform nonsymmetric systems (8.1.1) into symmetric
ones.

8.1.1 Decoupling

As an example, consider the Cauchy problem for

(8.1.5)

{
∂tu+ i∆xu+ ∂x1

v = 0,
∂tv − i∆xv − ∂x1

u = 0.

On the Fourier side, it reads ∂tÛ + iA(ξ)Û = 0 with

A(ξ) =

(
−|ξ|2 ξ1
−ξ1 +|ξ|2

)

The eigenvalues of A are not real for all ξ, but their imaginary parts are
uniformly bounded, implying that the Cauchy problem for (8.1.5) is well
posed in Hs.

126



More generally, when B has constant coefficients, the Fourier analysis
leads to consider the matrix

−diag(λj |ξ|2) +
(
bj,k(ξ)

)

When the λj are pairwise distinct, an elementary perturbation analysis
shows that the eigenvalues of this matrix are

−λj |ξ|2 + bj,j(ξ) +O(1).

Therefore, their imaginary parts are uniformly bounded if Im bj,j(ξ) = 0 for
all j, in which case the Cauchy problem is well posed in Hs.

This analysis can be extended to variable coefficient systems and next
to nonlinear systems, using the symbolic calculus developed in Chapter 6.
For instance, we will prove the following result:

Theorem 8.1.1. If the λj are real and pairwise distinct and if the diagonal
terms bj,j(u, ∂x) have real coeficients, then the Cauchy problem for (8.1.1)
is well posed in Sobolev spaces Hs(Rd) for s > 1 + d

2 .

Analogously, for systems (8.1.2), we prove the following result:

Theorem 8.1.2. Suppose that
- the λj are real and pairwise distinct
- the diagonal terms bj,j(u, ∂x) have real coeficients,
- cj,k(u, ∂x) = ck,j(u, ∂x) for all pair (j, k) such that λj + λk = 0.

Then the Cauchy problem for (8.1.2) is well posed in Sobolev spaces Hs(Rd)
for s > 1 + d

2 .

8.1.2 Further reduction

In the scalar case, the lack of symmetry of the first order term is a real
problem: for instance it has been noticed for a long time that the Cauchy
problem for ∂t−i∆x+i∂x1

is ill posed in H∞. A more precise result has been
given by S.Mizohata ([Miz]): for ∂t − i∆x + b(x) · ∇x a necessary condition
for the well posedness of the Cauchy problem in Hs is that

(8.1.6)

∫

R

|ω · Im b(x+ sω)|ds ≤ C

for all x ∈ Rd and ω ∈ Sd−1. Moreover, a sufficient condition is that b and
its derivative satisfy (8.1.6). This result is also a consequence of a symbolic
calculus as shown in [KPV] for instance, but the details are out of the scope
of these elementary notes.
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The idea of using pseudo-differential symmetrizers is not very far from
the proof used in [CC] where the symmetry is obtained after differentiation
of the equations and clever linear recombination: this amounts to use dif-
ferential symmetrizers. The idea of using pseudo-differential operators to
reduce oneself to the symmetric case has been used in the literature for a
long time (see e.g. [Ch] and [KPV] and the references therein).

One property which is hidden behind these analyses is dispersive char-
acter of Schrödinger equations. We stress that the results presented in this
chapter do not use the local smoothing properties. Our goal is to use the
easy symbolic calculus to reduce the analysis of systems to the analysis of
scalar equations, where the specific known results can be applied.

8.2 Energy estimates for linear systems

8.2.1 The results

We consider a slightly more general framework and N ×N systems

(8.2.1) Lu := ∂tu+ iA(∂x)u+B(t, x, ∂x)u = f

with A second order and B first order :

A(∂x) =
∑d

j,k=1Aj,k∂xj∂xk
,(8.2.2)

B(t, x, ∂x) =
∑d

j=1Bj(t, x)∂xj .(8.2.3)

With the example (8.1.1) in mind, we assume that A is smoothly block-
diagonalizable:

Assumption 8.2.1. For all ξ ∈ Rn\{0}, A(ξ) =
∑
Aj,kξjξk is self-adjoint

with eigenvalues of constant multiplicity.

This implies that there are smooth real eigenvalues λp(ξ) and smooth
self-adjoint eigenprojectors Πp(ξ) such that

(8.2.4) A(ξ) =
∑

p

λp(ξ)Πp(ξ).

In particular, it means that the system ∂t+iA(∂x) can be diagonalized using
Fourier mutlipliers.
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The smoothness of the coefficients Bj with respect to x is measured in
spaces W k,∞(Rd). When k ≥ 0, these spaces are defined in Chapter 4. We
will also use the space W−1,∞(Rd) of distributions u = u0 +

∑
∂xjuj with

uj ∈ L∞(Rd). In applications to nonlinear problems, these conditions will
appear naturally through the Sobolev injection Hs−1(Rd) ⊂ W−1,∞(Rd)
when s > d

2 .
We denote by B(t, x, ξ) :=

∑
ξjBj(t, x) the symbol of 1

iB(t, x, ∂x). The
diagonalization of A(ξ) leads to consider the blocks Πp(ξ)B(t, x, ξ)Πq(ξ).

We first prove energy estimates under the following assumptions for B.

Assumption 8.2.2. i) [Symmetry of the diagonal blocks] For all p, t and
x, the matrix Πp(ξ)B(t, x, ξ)Πp(ξ) is self adjoint.

ii) [Smoothness] The matrices Bj(t, x) belong to C0([0, T ];W 1,∞(Rd) and
∂tBj(t, x) belong to C0([0, T ];W−1,∞(Rd).

Remark 8.2.3. There is no assumption on the spectrum of B(t, x, u, ξ).
Only the diagonal blocks Πp(ξ)B(t, x, ξ)Πp(ξ) intervene in i).

The smoothness of the coefficients Bj obeys the rule 1-time derivative =
2-space derivatives, which is natural from the equations.

Theorem 8.2.4. Under Assumptions 8.2.1 and 8.2.2, all u ∈ C1([0, T ];H2(Rd)
satisfies the energy estmate

(8.2.5)
∥∥u(t)

∥∥
L2 ≤ C0(K0)e

tC1(K1)
(∥∥u(0)

∥∥
L2 +

∫ t

0

∥∥Lu(t′)
∥∥
L2dt

′
)

where the constants C0 and C1 depend only on K0 and K1 respectively with

K0 = sup
j

‖Bj‖L∞([0,T ]×Rd),(8.2.6)

K1 = sup
j

‖Bj‖L∞([0,T ];W 1,∞(Rd)) + ‖∂tBj‖L∞([0,T ];W−1,∞(Rd)).(8.2.7)

8.2.2 Proof of Theorem 8.2.4

We use the paradifferential calculus and the notations introduced in the
previous chapters. In particular, following Definition 7.1.4, Γmk ([0, T ] × Rd)
denotes the space of symbols a(t, x, ξ) which are smooth and homogeneous
of degree m in ξ and such that for all α ∈ Nd;

(8.2.8) sup
t∈[0,T ]

sup
|ξ|=1

∥∥∂αξ a(t, · , ξ)
∥∥
Wk,∞(Rd)

< +∞

This definition immediately extends to the case k = −1.
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Suppose that

(8.2.9) Bj ∈ C0([0, T ],W 1,∞(Rd)).

The paralinearization Theorem 5.2.9 implies that f1 := B(t, x, ∂x)u− TiBu
satisfies

(8.2.10) ‖f1(t)‖L2 ≤ γK1‖u(t)‖L2 .

Therefore if u satisfies the equation (8.2.1), it also satisfies the paralinearized
equation:

(8.2.11) ∂tu+ iA(∂x)u+ TiBu = f + f1.

Consider first the symmetric case:

Proposition 8.2.5. There is a constant γ such that for P ∈ Γ1
1([0, T ]×Rd)

satisfying P = −P ∗ and u ∈ C1([0, T ];H2(Rd)), there holds:

(8.2.12)
∥∥u(t)

∥∥
L2 ≤ etC

∥∥u(0)
∥∥
L2 +

∫ t

0
e(t−t

′)C
∥∥f(t′)

∥∥
L2dt

′

where f = ∂tu+ iA(∂x)u+ TPu and

C = γM1
1 (P ;n), n = [

d

2
] + 2.

Proof. The operator A(∂x) is self adjoint and the symbolic calculus implies
that TP + (TP )∗ is of order 0. Therefore

∂t
∥∥u(t)

∥∥
L2 ≤ 2Re

(
f(t), u(t)

)
L2 + C

∥∥u(t)
∥∥
L2

and the estimate follows.

Next, consider the case where only the diagonal blocks are symmetric.

Proposition 8.2.6. There is a constant γ such that for P ∈ Γ1
1([0, T ]×Rd)

satisfying ∂tP ∈ Γ1
−1([0, T ] × Rd) and ΠpRePΠp = 0 for all p, and for all

u ∈ C1([0, T ];H2(Rd)), there holds:

(8.2.13)
∥∥u(t)

∥∥
L2 ≤ etC

∥∥u(0)
∥∥
L2 +

∫ t

0
e(t−t

′)C
∥∥f(t′)

∥∥
L2dt

′

where f = ∂tu+ iA(∂x)u+ TPu and

(8.2.14) C = γ
(
M1

1 (P ;n) +M1
−1(∂tP ;n)

)
, n = [

d

2
] + 2
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Proof. Set

(8.2.15) V (t, x, ξ) =
∑

p6=q

i

λp(ξ) − λq(ξ)
Πp(ξ)(P (t, x, ξ))Πq(ξ)θλ(ξ)

where θλ(ξ) = θ(λ−1ξ) and θ ∈ C∞(Rd) is such that θ(ξ) = 0 for |ξ| ≤ 1
and that θ(ξ) = 1 for |ξ| ≥ 2. It satisfies the commutation property:

(8.2.16) P − [V, iA] = P (1 − θλ) +Q, Q :=
∑

p

ΠpPΠpθλ

where, by assumption, ReQ = 0.
Moreover, the definition (8.2.15) shows that for λ ≥ 1, V is a symbol of

degree −1 and has the same smoothness in (t, s) as B:

(8.2.17) V ∈ Γ−1
1 ([0, T ] × R

d), ∂tV ∈ Γ−11−1([0, T ] × R
d).

Furthermore, the semi-norms of V are bounded by the corresponding semi-
norms of P , uniformly in λ ≥ 1.

Thus,

∥∥TV u
∥∥
L2 ≤ γM1

0 (P ;n)
∥∥θλ(Dx)u

∥∥
H−1 ≤ γM1

0 (P ;n)

λ

∥∥θλ(Dx)u
∥∥
L2 .

In particular,
∥∥TV u

∥∥
L2 ≤ 1

2

∥∥θλ(Dx)u
∥∥
L2 and

(8.2.18)
1

2

∥∥u
∥∥
L2 ≤

∥∥u+ TV u
∥∥
L2 ≤ 2

∥∥u
∥∥
L2

if

(8.2.19) λ ≥ 2γM1
0 (P ;n).

We now suppose that λ is chosen so that this condition is satisfied.
The symbolic calculus and (8.2.16) imply that

(
∂t + iA(∂x) + TQ

)
(Id + TV ) = (Id + TV )

(
∂t + iA(∂x) + TP

)
+ [∂t, TV ] +R

where R is of order ≤ 0. By definition, TV = σV (t, x, ∂x) where the symbol
σV ∈ Σ−1

1 . Moreover, since ∂tV ∈ Γ−1
−1, Proposition 5.1.13 implies that

σ∂tV (t, · , · ) ∈ Σ0
0

and therefore [∂t, TV ] = σ∂tV is of order ≤ 0.
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Thus v = u+ TV u satisfies:

(8.2.20) ∂tv + iA(∂x)v + TQv = g,

with ∥∥g(t)
∥∥
L2 ≤

∥∥(Id + TV )f(t)
∥∥
L2 + C

∥∥u(t)
∥∥
L2

with C as in (8.2.14).
Applying Proposition 8.2.5 to v and equation (8.2.20), and using Gron-

wall lemma once more, implies the estimate of Proposition 8.2.6.

Proof of Theorem 8.2.4.
If the Bj satisfy the smoothness conditions of Assumption 8.2.2, then the

symbol iB satisfies the assumptions of Proposition 8.2.6. Therefore, there
u satisfies energy estimate (8.2.12) with f = ∂tu+ iA(∂x)u+ TiBu. Hence,
using the paralinearized equation (8.2.11) and Gronwall’s Lemma implies
the estimate (8.2.5) of the proposition.

8.3 Existence, uniqueness and smoothness for lin-
ear problems

In this section, we sketch the linear existence theory which can be deduced
from the energy estimates. Many proofs are similar to those exposed in the
previous chapter and many details are omitted.

8.3.1 L
2 existence

We always assume that the second order system A(∂x) satisfies Assump-
tion 8.2.1.

Theorem 8.3.1. Suppose that Assumption 8.2.2 is satisfied. Then, for
f ∈ L1([0, T ];L2(Rd) and h ∈ L2(Rd) the Cauchy problem for (8.2.1) with
initial data h has a unique solution u ∈ C0([0, T ];L2(Rd)) which satisfies
the energy estimate (8.2.5).

Sketch of proof. a) We use the mollifiers Jε = (1 − ε∆)−1. The Cauchy
problem

(8.3.1) ∂tuε + iA(∂x)Jεuε +B(t, x, ∂x)Jεuε = f, uε|t=0 = h

has a unique solution uε ∈ C1([0, T ];L2(Rd), since the operators iA(∂x)Jε
and B(t, x, ∂x)Jε are bounded in L2.
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The proof of the L2 energy estimates extends to the equation above, im-
plying that the uε are uniformly in C0([0, T ];L2(Rd)). The equation implies
that the ∂tuε − f are uniformly bounded in C0([0, T ];H−2(Rd)).

Therefore, by Ascoli-Arzela theorem, there is a subsequence, still denoted
bu uε, which converges in C0([0, T ];L2

w(Rd)), where L2
w denotes the space

L2 equipped with the weak topology. There is no difficulty to pass to the
limit in the equation, and the limit u ∈ C0([0, T ];L2

w(Rd)) ⊂ L2([0, T ]×Rd)
is a (weak) solution of the Cauchy problem

Lu = f, u|t=0 = h.

b) Repeating the proof of Lemma 7.1.13, one shows that

LJεu → f in L1([0, T ];L2(Rd)).

Indeed, the commutator [L, Jε] reduces to [B(t, x, ∂x), Jε] which can be
treated exactly as in the proof of the above mentioned lemma.

Therefore, the energy estimates applied to Jεu−Jε′u imply that the Jεu
form a Cauchy family in C0([0, T ];L2). Thus the limit u belongs L2([0, T ]×
Rd). Moreover, passing to the limit in the energy estimates applied to Jεu,
we see that u also satisfies these estimates. The uniqueness follows.

8.3.2 H
s existence

Assumption 8.3.2. The coefficients Bj(t, x) satisfy ∇xBj ∈ L∞([0, T ], Hs−1(Rd)).

When this condition is satisfied let

(8.3.2) Ns =
∑

j

sup
t∈[0,T ]

∥∥∇xBj(t, · )
∥∥
Hs−1(Rd)

Theorem 8.3.3. Suppose that Assumptions 8.2.2 and 8.3.2 with s > d
2 + 1

are satisfied. Then for f ∈ L1([0, T ];Hs(Rd) and h ∈ Hs(Rd) the Cauchy
problem for (8.2.1) with initial data h has a unique solution u ∈ C0([0, T ];Hs(Rd))
which satisfies the energy estimate

(8.3.3)
∥∥u(t)

∥∥
Hs ≤ C0e

tC1

(∥∥u(0)
∥∥
Hs +

∫ t

0

∥∥f(t′)
∥∥
Hsdt

′
)

where the constants C0 depends only on K0 and and C1 depends on (K1, Ns),
with K0 and K1 given by (8.2.6). (8.2.7).

133



Sketch of proof. a) The key point is to obtain Hs energy estimates. If u
solves the equation Lu = f , then the para-linearization Proposition 5.2.2
implies that

(8.3.4) ∂tu+ iA(∂x) + TiB = f ′

with

(8.3.5)
∥∥f(t) − f ′(t)

∥∥
Hs ≤ CNs

∥∥u(t)
∥∥
Hs .

Conjugating the equation (8.3.4) by (1 − ∆x)
s/2 and using the L2 energy

estimate for (1 − ∆x)
s/2u, implies that

(8.3.6)
∥∥u(t)

∥∥
Hs ≤ C0e

tC1

(∥∥u(0)
∥∥
Hs +

∫ t

0

∥∥f ′(t′)
∥∥
Hsdt

′
)

with constants C0 and C1 as in (8.2.5) or (??). Together with (8.3.5), this
implies that u ∈ C0([0, T ];Hs+2 ∩C1([0, T ];Hs) satisfy the energy estimate
(8.3.3).

b) Solutions u ∈ C0([0, T ];Hs
w) are constructed using the approximate

equations (8.3.1). As in Proposition (7.2.7), commuting L with Jε, one shows
that u ∈ C0([0, T ];Hs(Rd)) and satisfies the energy estimates (8.3.3).

8.4 Nonlinear problems

8.4.1 Systems with quasilinear first order part

We consider a N ×N nonlinear system

(8.4.1) ∂tu+ iA(∂x)u+B(u, ∂x)u = F (u)

with A(∂x) =
∑
Aj,k∂xj∂xk

satisfying Assumption 8.2.1 and

(8.4.2) B(u, ∂x) =
∑

Bj(u)∂xj .

The matrices Bj(u) and F (u) are supposed to be smooth functions of their
argument u ∈ RN , with F (0) = 0. For simplicity, we suppose that they do
not depend on the space time variables (t, x) and leave this extension to the
reader.

We still denote by Πj(ξ) the self-adjoint eigenprojectors of A(ξ).

Assumption 8.4.1. [Symmetry of the diagonal blocks.] For all j and u,
the matrix Πj(ξ)B(u, ξ)Πj(ξ) is self adjoint.
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Theorem 8.4.2. Suppose that Assumptions 8.2.1 and 8.4.1 are satsified.
Then, for s > d

2 + 1 and h ∈ Hs(Rd), there is T > 0 such that the
Cauchy problem for (8.4.1) with initial data h has a unique solution u ∈
C0([0, T ];Hs(Rd)).

We solve the equation (8.4.1) by Picard’s iteration, and consider the
iterative scheme

(8.4.3) ∂tun+1 + iA(∂x)un+1 +B(un, ∂x)un+1 = F (un), u|t=0 = h,

starting from u0(t, x) = h(x).

Lemma 8.4.3. The un are defined for all n and

(8.4.4) un ∈ C0([0, T ];Hs(Rd)), ∂tun ∈ C0([0, T ];Hs−2(Rd)).

Proof. This is true for u0. Suppose that un satisfies (8.4.4). Therefore, un
belongs to W 1,∞ as well as the coefficients Bj(un(t, x)). Moreover, applying
Theorem 5.2.6 to Bj(u) − Bj(0), implies that the Bj(un) also satisfy the
condition ∇xBj(un) ∈ C0([0, T ], Hs−1).

Assumption 8.4.1 and the condition s > d
2 + 1 imply that

∂tBj(un) = (∇uBj)(un)∂tun ∈ C0([0, T ];Hs−2) ⊂ C0([0, T ],W−1,∞).

Moreover, Πk(ξ)B(un(t, x), ξ)Πk(ξ) = 0 implying that the linear equation
(8.4.3) satisfies the Assumption 8.2.2.

Therefore Theorem 8.3.3 can be applied, and (8.4.3) has a unique solu-
tion un+1 ∈ C0([0, T ];Hs). The equation implies that ∂tun+1 ∈ C0([0, T ];Hs−2(Rd)).
Thus the lemma follows by induction.

Lemma 8.4.4. There is T ′ ∈]0, T ], such that the sequences un and ∂tun are
bounded in C0([0, T ′];Hs(Rd)) and in C0([0, T ′];Hs−2(Rd)) respectively.

Proof. The proof is similar to the proof of Lemma 7.3.6 One proves by
induction that there are T ′ > 0 and constants m, R and R1 such that

∥∥un
∥∥
L∞([0,T ′]×Rd)

≤ m,(8.4.5)

sup
t∈[0,T ′]

∥∥un(t)
∥∥
Hs(Rd)

≤ R,(8.4.6)

sup
t∈[0,T ′]

∥∥∂tun(t)
∥∥
Hs−2(Rd)

≤ R1.(8.4.7)
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Assume that un satisfies these estimates. Then, the energy estimate (8.3.3)
applied to the linear problem (8.4.3) yields and estimate of the form

(8.4.8)
∥∥un+1(t)

∥∥
Hs ≤ CeKt

∥∥h
∥∥
Hs + tKeKt

where C = C(m) depends only on m and K = K(m,R,R1) depends only on
the bounds m, R and R1. The Hs norm of F (un) is also estimated by K(R),
and finally, we see that there are constants C = C(m) and K = K(m,R,R1)
such that Moreover, the equation implies that there is a function D(R)

(8.4.9)
∥∥∂tun+1(t)

∥∥
Hs−2 ≤ D(m,R)

(
1 +

∥∥un+1(t)
∥∥
Hs

)
.

We choose successively

m >
∥∥h

∥∥
L∞(Rd)

(8.4.10)

R > C(m)
∥∥h

∥∥
Hs(Rd)

,(8.4.11)

R1 > D(m,R)(1 +R).(8.4.12)

Therefore, if T ′ is small enough,

(8.4.13) C(m)eT
′K(m,R,R1)

(∥∥h
∥∥
Hs(Rd)

+ T ′K(m,R,R1)
)
≤ R,

and the energy estimate imply that un+1 satisfies (8.4.6) and (8.4.7).
Here is the slight modification with respect to the proof of Lemma 7.3.6:

Since s > d
2 +1, the bound (8.4.7) for ∂tun in C0(Hs2) does not give control

of ∂tun in L∞ and thus (7.3.15) is not guaranteed any more. Instead, we

note that (8.4.6) and (8.4.7) imply that un ∈ C
1

2 ([0, T ′];Hs−1(Rd) with
norm bounded by γ(R+R1) and therefore

(8.4.14)
∥∥un+1(t) − h

∥∥
L∞ ≤ γ

∥∥un+1(t) − h
∥∥
Hs−1 ≤

√
tγ(R+R1).

Therefore, if T ′ is small enough and t ≤ T ′, the right hand side is ≤ m,
implying that un+1 satisfies (8.4.5).

Lemma 8.4.5. The sequence un is a Cauchy sequence in C0([0, T ′];L2(Rd)).

Proof. It is identical to the proof of Lemma 7.3.7: one writes the equation
for vn := un+1 − un and use the L2 energy estimates, which imply that the
series

∑
vn converges in C0([0, T ′];L2(Rd)).
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Proof of Theorem 8.4.2.
The uniform bounds and the convergence in C0([0, T ′];L2(Rd)) imply

that the sequence un converges in C0([0, T ′];Hs′(Rd)) for all s′ < s. Simi-
larly, ∂tun converges in C0([0, T ′];Hs′−2(Rd)) This implies that the limit u
belongs to C0([0, T ′];Hs′(Rd)) and to L∞([0, T ];Hs), with ∂tu belonging to
C0([0, T ′];Hs′−2(Rd)) and L∞([0;T ], Hs−2). Moreover, u is solution of the
equation.

The next step consists in considering (8.4.1) as a linear equation for
u ∈ L2([0, T ′];Hs) with coefficients Bj in L∞([0, T ′], Hs). Theorem 8.3.3
implies that u ∈ C0([0, T ];Hs).

8.4.2 Examples and applications

Systems with diagonal second order term

Suppose that A is block diagonal

(8.4.15) A =




λ1(ξ)IdN1
0 . . . 0

0
. . .

...
. . .

0 . . . 0 λpIdNp




= diag{λjIdNj}

with λj(ξ) second order homogeneous polynomial of degree two with real
coefficients.

Assumption 8.2.1 is satisfied if the λj(ξ) 6= λk(ξ) for j 6= k and ξ 6= 0.
In the block decomposition (8.4.15) write

(8.4.16) Bj(u) =



B1,1
j (u) . . . B1,p

j (u)
. . .

Bp,1
j (u) . . . Bp,p

j (u)


 =

(
Bk,l
j (u)

)
.

Then Assumption 8.4.1 is satisfied when the diagonal blocks Bk,k
j (u) are self

adjoint matrices for all u, in particular when they vanish meaning that there
are no self-interaction between the components uk.

This applies in particular to the systems (8.1.1) mentioned in the intro-
duction and Theorem 8.1.1 is a corollary of Theroem 8.4.2.
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Systems involving u and u

For applications, it is interesting to make explicit the result when the first
order part also depends on u. Consider the system

(8.4.17) ∂tu+ iA(∂x)u+B(u, ∂x)u+ C(u, ∂x)u = 0

where A(ξ) = diag{λkIdNk
} as in (8.4.15). Introducing v = u as a variable

and setting U = t(u, v), the equation reads:

(8.4.18) ∂tU + iA(∂x)U + B(u, ∂x)U = 0

with

(8.4.19) A =

(
A(∂x) 0

0 −A(∂x)

)
, B =

(
B C

C B

)
.

In this context, the Assumption 8.2.1 for A follows from

Assumption 8.4.6. For all ξ ∈ Rn\{0}, A(ξ) is self-adjoint with eigen-
values λj(ξ) of constant multiplicity and λj(ξ) + λk(ξ) 6= 0 for all j and
k.

Note that for j = k this implies that the quadratic form λj(ξ) does not
vanish for ξ 6= 0, and therefore is definite positive or definite negative. This
rules out interesting cases of “nonelliptic” Schrödinger equations, which are
considered for instance in [KPV].

The diagonal term of Bj(u) are Bk,k
j (u) and Bk,k

j (u). Therefore, As-
sumption 8.4.1 for B reads

Assumption 8.4.7. For all k and j, ImBk,k
j (u) = 0.

Systems with fully nonlinear first order part

Next we briefly discuss the case of equations with fully nonlinear right hand
side:

(8.4.20) ∂tu+ iA(∂x)u+ F (u, ∂xu) = 0,

where F (t, x, u, v1, . . . , vd) is a smooth function of (t, x,Reu, Imu) and of
(Re v1, . . . , Im vd). For simplicity, we assume that A(ξ) = diag{λkIdNk

} as
in (8.4.15).
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All the analysis relies on a para-linearization of the first order term. Fol-
lowing the para-linearization Theorem 5.2.4, the analogues of the symbols
B(u, ξ) and C(u, ξ) in (8.4.17) are

B(u, v, ξ) =
∑

j

ξj∇vjF (u, v)(8.4.21)

C(u, v, ξ) =
∑

j

ξj∇vjF (u, v)(8.4.22)

with

∇vj =
1

2
∇Re vj −

i

2
∇Im vj , ∇vj =

1

2
∇Re vj +

i

2
∇Im vj .

Let Bj(u, v) = ∇vjF (u, v), and let us denote by Bk,k
j (u, v) its k-th block

diagonal part in the block decomposition of A. If (f1, . . . , fp) denote the
block components of a vector f , there holds

(8.4.23) Bk,k
j (u, v) = ∇vk

j
F k(u, v).

The analogue of Assumption 8.4.7 is

Assumption 8.4.8. For all k and j, ImBk,k
j (u, v) = 0 .

Using the para-linearization Theorem 5.2.4 and the energy estimates of
Sections 2 and 3 for the para-linear equations, one obtains a priori estimates
for the solutions of (8.4.20), provided that the smoothness of the coefficients
remains sufficient. Alternately, one can differentiate the equation and use
that the vj = ∂xju satisfy

(8.4.24) ∂tvj + iA(∂x)vj +B(u, v, ∂x)vj +C(u, v, ∂x)vj +∇uF (u, v)vj = 0,

The Sobolev a priori estimates are the key point to prove the existence
os solutions. For instance, one can prove the following result:

Theorem 8.4.9. Suppose that Assumptions 8.4.6 and 8.4.8 are satisfied.
Then, for s > d

2 + 2 and h ∈ Hs(Rd), there is T > 0 such that the
Cauchy problem for (8.4.20) with initial data h has a unique solution u ∈
C0([0, T ];Hs(Rd)).

139



Bibliography

[Blo] N. Bloembergen, Nonlinear Optics, W.A. Benjamin Inc., New
York, 1965

[Bon] J.M.Bony, Calcul symbolique et propagation des singularités pour
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