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#### Abstract

Consider doubly characteristic differential operators of the form $$
L=\sum_{j, k=1}^{m} \alpha_{j k}(x) V_{j} V_{k}+\text { lower order terms }
$$


where the $V_{j}$ are smooth real vector fields and the $\alpha_{j k}$ are smooth complex coefficients forming a symmetric matrix $\mathcal{A}(x):=\left\{\alpha_{j k}(x)\right\}_{j, k}$. We say that $L$ is essentially dissipative at $x_{0}$, if there is some $\theta \in \mathbb{R}$ such that $e^{i \theta} L$ is dissipative at $x_{0}$, in the sense that $\operatorname{Re}\left(e^{i \theta} \mathcal{A}\left(x_{0}\right)\right) \geq 0$. For a large class of doubly characteristic operators $L$ of this form, one can show that a necessary condition for local solvability at $x_{0}$ is essential dissipativity of $L$ at $x_{0}$. By means of Hörmander's classical necessary condition for local solvability, the proof is reduced to the following question:

Suppose that $Q_{A}$ and $Q_{B}$ are two real quadratic forms on a finite dimensional symplectic vector space, and let $Q_{C}:=\left\{Q_{A}, Q_{B}\right\}$ be given by the Poisson bracket of $Q_{A}$ and $Q_{B}$. Then $Q_{C}$ is again a quadratic form, and we may ask: When can we find a common zero of $Q_{A}$ and $Q_{B}$ at which $Q_{C}$ does not vanish?

In view of these results, there essentially remains the problem of giving sufficient conditions for local solvability of essential dissipative operators $L$. The lectures focus on this problem for left-invariant operators of this type on Heisenberg groups, for which a fairly complete answer to the question of local solvability can be given.

These latter results are based on tools from representation theory, in particular on Howe's work on the oscillator semigroup, which in return is related to the metaplectic representation of Shale and Weil. A major part of these tools has been developped in long standing collaborations, in particular with Fulvio Ricci.
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## 1 Introduction: A necessary condition

Consider a second-order linear differential operator of order $k$ with smooth coefficients

$$
L=\sum_{|\alpha| \leq k} c_{\alpha}(x) D^{\alpha}
$$

on an open subset $\Omega$ of $\mathbb{R}^{n}$, where $D^{\alpha}:=\left(\frac{\partial}{2 \pi i \partial x_{1}}\right)^{\alpha_{1}} \cdots\left(\frac{\partial}{2 \pi i \partial x_{n}}\right)^{\alpha_{n}}$.
$L$ is said to be locally solvable at $x_{0} \in \Omega$, if there exists an open neighborhood $U$ of $x_{0}$ such that the equation $L u=f$ admits a distributional solution $u \in \mathcal{D}^{\prime}(U)$ for every $f \in C_{0}^{\infty}(U)$ (for a slightly more general definition, see [7]).

Around 1956, Malgrange and Ehrenpreis proved that every non-trivial linear differential operator with constant coefficients is locally solvable.

Shortly later H. Lewy produced the following example of a nowhere solvable operator on $\mathbb{R}^{3}$ :

$$
Z=X-i Y, \text { where } X:=\frac{\partial}{\partial x}-\frac{y}{2} \frac{\partial}{\partial u}, Y:=\frac{\partial}{\partial y}+\frac{x}{2} \frac{\partial}{\partial u} .
$$

Not quite incidentally, $Z$ is a left-invariant operator on a 2 -step nilpotent Lie group, the Heisenberg group $\mathbb{H}_{1}$.

This example gave rise to an intensive study of so-called principal type operators, which eventually led, most notably through the work of Hörmander, Maslov, Egorov, Nirenberg-Trèves and Beals-Fefferman, to a complete solution of the problem of local solvability of such operators (see [7]).

Let us recall some notation. Denote by

$$
p_{k}(x, \xi):=\sum_{|\alpha|=k} c_{\alpha}(x) \xi^{\alpha}
$$

the principal symbol of $L$. We shall consider $p_{k}$ as an invariantly defined function on the reduced cotangent bundle $\mathcal{C}:=T^{*} \Omega \backslash 0=\Omega \times\left(\mathbb{R}^{n} \backslash\{0\}\right)$ of $\Omega$.
Let us denotes by $\pi_{1}$ the base projection $\pi_{1}: T^{*} \Omega \rightarrow \Omega,(x, \xi) \mapsto x$. $T^{*} \Omega$ carries a canonical 1-form, which, in the usual coordinates, is given by $\alpha=\sum_{j=1}^{n} \xi_{j} d x_{j}$, so that $T^{*} \Omega$ has a canonical symplectic structure, given by the 2 -form $d \alpha=\sum_{j=1}^{n} d \xi_{j} \wedge d x_{j}$. In particular, for any smooth real function $a$ on $\Omega$, its corresponding Hamiltonian vector field $H_{a}$ is well-defined, and explicitly given by

$$
H_{a}:=\sum_{j=1}^{n}\left(\frac{\partial a}{\partial \xi_{j}} \frac{\partial}{\partial x_{j}}-\frac{\partial a}{\partial x_{j}} \frac{\partial}{\partial \xi_{j}}\right) .
$$

If $\gamma$ is an integral curve of $H_{a}$, i.e., if $\frac{d}{d t} \gamma(t)=H_{a}(\gamma(t))$, then $a$ is constant along $\gamma$, and $\gamma$ is called a null bicharacteristic of $a$, if $a$ vanishes along $\gamma$. Finally, the (canonical) Poisson bracket of two smooth functions $a$ and $b$ on $T^{*}(\Omega)$ is given by

$$
\{a, b\}:=d \alpha\left(H_{a}, H_{b}\right)=H_{a} b=\sum_{j=1}^{n}\left(\frac{\partial a}{\partial \xi_{j}} \frac{\partial b}{\partial x_{j}}-\frac{\partial a}{\partial x_{j}} \frac{\partial b}{\partial \xi_{j}}\right) .
$$

Let

$$
\Sigma=\left\{p_{k}=0\right\} \subset \mathcal{C}
$$

denote the characteristic variety of $L . L$ is said to be of principal type, if $D_{\xi} p_{2}$ does not vanish on $\Sigma$ (or, more generally, if for every $\zeta \in \Sigma$ there is a real number $\theta$ such that $d\left(\operatorname{Re}\left(e^{i \theta} p_{k}\right)\right)(\zeta)$ and $\alpha(\zeta)$ are non-proportional).

In 1960, Hörmander proved the following fundamental result on non-existence of solutions (see [9]):

Theorem 1.1 (Hörmander) Suppose there is some $\xi_{0} \in \mathbb{R}^{n} \backslash\{0\}$ such that

$$
f\left(x_{0}, \xi_{0}\right)=g\left(x_{0}, \xi_{0}\right)=0 \quad \text { and }\{f, g\}\left(x_{0}, \xi_{0}\right) \neq 0
$$

where $f:=\operatorname{Re} p_{k}$ and $g:=\operatorname{Im} p_{k}$. Then $L$ is not locally solvable at $x_{0}$.
For example, if $L=Z$ is the Lewy operator, and if we choose coordinates $((x, y, u),(\xi, \eta, \mu))$ for the cotangent bundle of $\mathbb{R}^{3}$, then

$$
f=i\left(\xi-\frac{1}{2} \mu y\right), \quad g=i\left(\eta+\frac{1}{2} \mu x\right) \quad \text { and } \quad\{f, g\}=-\mu .
$$

Given $\left(x_{0}, y_{0}, u_{0}\right)$, choosing e.g. $\mu_{0}=1$, we can find $\xi_{0}, \eta_{0}$ such that Hörmander's condition is satisfied, so that $Z$ is nowhere locally solvable. Hörmander's theorem thus represents a wide extension of Lewy's result.

Remark 1.2 Notice that commutation relations play a crucial role here. In view of this, it appears natural to study local solvability of invariant differential operators on Lie groups, where commutation relations assume a particularly clear cut form. The results obtained in these settings can then give at least some guidance as to what may rule local solvability in more general situations. Moreover, on Lie groups, further tools are available and have proved to be useful, such as representation theory. We shall see instances of such ideas in the course of these lectures.

A complete answer to the question of local solvability of principal type operators $L$ was eventually given in terms of the following condition $(\mathcal{P})$ of Nirenberg and Trèves:
$(\mathcal{P})$. The function $\operatorname{Im}\left(e^{i \theta} p_{k}\right)$ does not take both positive and negative values along a null-bicharacteristic $\gamma_{\theta}(t)$ of $\operatorname{Re}\left(e^{i \theta} p_{k}\right)$, for any $\theta \in \mathbb{R}$.
In fact, $L$ of principal type is locally solvable at $x_{0}$ if and only if $(\mathcal{P})$ holds over some neighborhood of $x_{0}$. Notice that this is a condition solely on the principal symbol of $L$.

In these lectures, which are largely based on the joint article [21] with F. Ricci, and on [18], [19], we shall consider second order differential operators $L$ with double characteristics. Let

$$
\Sigma_{2}:=\left\{(x, \xi) \in \mathcal{C}: \quad D_{\xi} p_{2}(x, \xi)=0\right\}
$$

By Euler's identity, $\Sigma_{2}$ is contained in the characteristic variety $\Sigma$, and so $\Sigma_{2}$ consists of the doubly characteristic cotangent vectors of $L$.

If $p_{2}$ is real, and if we assume that $\Sigma_{2}$ is a submanifold of codimension $m<n$ in $\mathcal{C}$, such that rank $D_{\xi}^{2} p_{2}=m$ for every $\xi \in \Sigma_{2}$ (notice that for our class, $D_{\xi}^{2} p_{2}$ is in fact independent of $\xi$ ), then the following has been shown in [29] :

Given any $x_{0} \in \pi_{1}\left(\Sigma_{2}\right)$, there exist suitable linear coordinates near $x_{0}$ such that, in those new coordinates, $p_{2}$ can be written in the form

$$
\begin{equation*}
p_{2}(x, \xi)={ }^{t}\left(\xi^{\prime}+E(x) \xi^{\prime \prime}\right) \mathcal{A}(x)\left(\xi^{\prime}+E(x) \xi^{\prime \prime}\right) \tag{1.1}
\end{equation*}
$$

with respect to some splitting of coordinates $\xi=\left(\xi^{\prime}, \xi^{\prime \prime}\right), \xi^{\prime} \in \mathbb{R}^{m}, \xi^{\prime \prime} \in \mathbb{R}^{n-m}$. Here, $\mathcal{A}(x) \in \operatorname{Sym}(m, \mathbb{R})$ is non-degenerate and $E(x) \in M^{m \times(n-m)}(\mathbb{R})$, and both matrices vary smoothly in $x$ (as usually, $\operatorname{Sym}(n, \mathbb{K})$ denotes the space of all symmetric $n \times n$ matrices over the field $\mathbb{K}$, where $\mathbb{K}$ will be either $\mathbb{R}$ or $\mathbb{C}$.)

Motivated by this result, let us assume here that $L$ is a complex coefficient differential operator with smooth coefficients, whose principal symbol is given by (1.1) where, however, now $\mathcal{A}(x) \in \operatorname{Sym}(m, \mathbb{C})$ is a complex matrix. We then write

$$
\mathcal{A}(x)=A(x)+i B(x), \quad x \in \Omega,
$$

with $A(x), B(x) \in \operatorname{Sym}(m, \mathbb{R})$. Notice that (1.1) means that, up to a factor $(2 \pi)^{-2}, L$ can be written as

$$
\begin{equation*}
L=\sum_{j, k=1}^{m} \alpha_{j k}(x) V_{j} V_{k}+\text { lower order terms }, \tag{1.2}
\end{equation*}
$$

where $V_{j}$ is the real vector field

$$
\begin{equation*}
V_{j}=\frac{\partial}{\partial x_{j}}+\sum_{l=m+1}^{n} E_{j l}(x) \frac{\partial}{\partial x_{l}}, \quad j=1, \ldots, m \tag{1.3}
\end{equation*}
$$

with $\mathcal{A}(x)=\left\{\alpha_{j k}(x)\right\}_{j, k}, E(x)=\left\{E_{j l}(x)\right\}_{j, l}$.
It may be worth while mentioning that every second order differential operator $L$, whose principal part is of the form

$$
\begin{equation*}
\sum_{j, k=1}^{m} \beta_{j k}(x) Y_{j} Y_{k}, \tag{1.4}
\end{equation*}
$$

with smooth real vector fields $Y_{j}$ which are linearly independent at $x_{0}$, can be put into this form, locally near $x_{0}$. This can easily be seen by means of a suitable change of coordinates and choice of a suitable new basis $V_{1}, \ldots, V_{m}$ of the $C^{\infty}$-module spanned by $Y_{1}, \ldots, Y_{m}$.

Moreover, by (1.1),

$$
\Sigma_{2} \supset\left\{(x, \xi) \in \mathcal{C}: \xi^{\prime}+E(x) \xi^{\prime \prime}=0\right\} \subset\left\{(x, \xi) \in \mathcal{C}: d p_{2}(x, \xi)=0\right\}
$$

so that in particular $\pi_{1}\left(\Sigma_{2}\right)=\Omega$, and equality holds in these relations, if, e.g., $\mathcal{A}(x)$ is non-degenerate. Finally, denote by $q_{j}$ the symbol of $V_{j}$ (up to a factor $2 \pi$ ), i.e.,

$$
q_{j}(x, \xi):=\xi_{j}+\sum_{l=m+1}^{n} E_{j l}(x) \xi_{l}, \quad j=1, \ldots, m
$$

and define the skew-symmetric matrix

$$
J_{\left(x, \xi^{\prime \prime}\right)}:=\left(\left\{q_{j}, q_{k}\right\}(x, \xi)\right)_{j, k=1, \ldots, m}
$$

(compare [29]). Here, $\{\cdot, \cdot\}$ denotes again the canonical Poisson bracket on $T^{*} \Omega$. Observe that $J_{\left(x, \xi^{\prime \prime}\right)}$ depends indeed only on $x$ and the $\xi^{\prime \prime}$-component of $\xi$. Notice also that if $\mathcal{A}(x)$ is non-degenerate, then $J_{\left(x_{0}, \xi_{0}^{\prime \prime}\right)}$ is non-degenerate if and only if $\Sigma_{2}$ is symplectic in a neigborhood of $\left(x_{0}, \xi_{0}\right)$, where $\xi_{0}^{\prime}$ is chosen so that $\left(x_{0}, \xi_{0}\right) \in \Sigma_{2}$ (see, e.g. [37], Proposition 3.1, Ch. VII).

Assume that $J_{\left(x, \xi^{\prime \prime}\right)}$ is non-degenerate. Then we can associate to $J_{\left(x, \xi^{\prime \prime}\right)}$ the skew form

$$
\sigma_{\left(x, \xi^{\prime \prime}\right)}(v, w):=t^{t}{ }^{t}\left(J_{\left(x, \xi^{\prime \prime}\right)}\right)^{-1} w, \quad v, w \in \mathbb{R}^{m}
$$

which defines a symplectic structure on $\mathbb{R}^{m}$. In particular, $m=2 d$ is even.
Recall that if $\sigma$ is an arbitrary symplectic form on $\mathbb{R}^{2 d}$, then we can associate to any smooth function $a$ on $\mathbb{R}^{2 d}$ the Hamiltonian vector field $H_{a}^{\sigma}$ such that $\sigma\left(H_{a}^{\sigma}, Y\right)=d a(Y)$ for all vector fields $Y$ on $\mathbb{R}^{2 d}$, and define the associated Poisson bracket accordingly by

$$
\{a, b\}_{\sigma}:=\sigma\left(H_{a}^{\sigma}, H_{b}^{\sigma}\right) .
$$

We can thus define a Poisson structure $\{\cdot, \cdot\}_{\left(x, \xi^{\prime \prime}\right)}$ on $\mathbb{R}^{m}$ (depending on the point $\left.\left(x, \xi^{\prime \prime}\right)\right)$ by putting $\{\cdot, \cdot\}_{\left(x, \xi^{\prime \prime}\right)}:=\{\cdot, \cdot\}_{\sigma_{\left(x, \xi^{\prime \prime}\right)}}$.

In order to formulate our first main theorem, we need to introduce some further notation concerning quadratic forms.

If $A \in \operatorname{Sym}(n, \mathbb{K})$, we shall denote by $Q_{A}$ the associated quadratic form

$$
Q_{A}(z):={ }^{t_{z}} A z, \quad z \in \mathbb{K}^{n},
$$

on $\mathbb{K}^{n}$. For any non-empty subset $M$ of a $\mathbb{K}$ - vector space $V, \operatorname{span}_{\mathbb{K}} M$ will denote its linear span over $\mathbb{K}$ in $V$.

Let $A, B \in \operatorname{Sym}(m, \mathbb{R})$. We say that $A, B$ form a non-dissipative pair, if 0 is the only positive-semidefinite element in $\operatorname{span}_{\mathbb{R}}\{A, B\}$. Moreover, we put

```
maxrank}{A,B}:= max{\operatorname{rank}F:F\in\mp@subsup{\operatorname{span}}{\mathbb{R}}{}{A,B}
minrank}{A,B}:= min{rank F:F\in\mp@subsup{\operatorname{span}}{\mathbb{R}}{}{A,B},F\not=0}
```

If $A, B$ form a non-dissipative pair, then one can show ([18]) that there is some $Q \in$ $G L(m, \mathbb{R})$ such that

$$
\operatorname{tr}^{t} Q A Q=\operatorname{tr}^{t} Q B Q=0
$$

so that minrank $\{A, B\} \geq 2$.
Observe finally that if $Q_{A}$ and $Q_{B}$ are quadratic forms on $\mathbb{R}^{m}$, then $\left\{Q_{A}, Q_{B}\right\}_{\left(x, \xi^{\prime \prime}\right)}$ is again a quadratic form. We then have

Theorem 1.3 ([18]) Let $L$ be given by (1.2), and let $x_{0} \in \Omega$. Assume that
(a) $A\left(x_{0}\right), B\left(x_{0}\right)$ forms a non-dissipative pair.
(b) There exists some $\xi_{0}^{\prime \prime} \in \mathbb{R}^{n-m} \backslash\{0\}$ such that $J_{\left(x_{0}, \xi_{0}^{\prime \prime}\right)}$ is non-degenerate, and the matrices $A\left(x_{0}\right), B\left(x_{0}\right)$ and $C\left(x_{0}, \xi_{0}^{\prime \prime}\right)$ are linearly independent over $\mathbb{R}$, where $C\left(x_{0}, \xi_{0}^{\prime \prime}\right) \in$ $\operatorname{Sym}(m, \mathbb{R})$ is defined by

$$
Q_{C\left(x_{0}, \xi_{0}^{\prime \prime}\right)}:=\left\{Q_{A\left(x_{0}\right)}, Q_{B\left(x_{0}\right)}\right\}_{\left(x_{0}, \xi_{0}^{\prime \prime}\right)}
$$

(c) Either
(i) minrank $\left\{A\left(x_{0}\right), B\left(x_{0}\right)\right\} \geq 3$ and maxrank $\left\{A\left(x_{0}\right), B\left(x_{0}\right)\right\} \geq 17$, or
(ii) minrank $\left\{A\left(x_{0}\right), B\left(x_{0}\right)\right\}=2$, maxrank $\left\{A\left(x_{0}\right), B\left(x_{0}\right)\right\} \geq 9$, and the joint kernel $\operatorname{ker} A\left(x_{0}\right) \cap \operatorname{ker} B\left(x_{0}\right)$ of $A\left(x_{0}\right)$ and $B\left(x_{0}\right)$ is either trivial, or a symplectic subspace with respect to the symplectic form $\sigma_{\left(x_{0}, \xi_{0}^{\prime \prime}\right)}$.

Then $L$ is not locally solvable at $x_{0}$.
Notice that, like condition $(\mathcal{P})$, the condition in (a) is again a sign condition on the principal symbol of $L$.

We also remark that the conditions in (c) are automatically satisfied, if $\mathcal{A}$ is nondegenerate and $m \geq 18$.

Theorem 1.3 shows that a "generic" operator $L$ of the form (1.2) can be locally solvable at $x_{0}$ only, if there is some $\theta \in \mathbb{R}$ such that $\operatorname{Re}\left(e^{i \theta} \mathcal{A}\left(x_{0}\right)\right) \geq 0$. A major task which remains is thus to study local solvability of $L$ under the assumption that $\operatorname{Re} \mathcal{A}(x) \geq 0$ for every $x \in \Omega$. A stronger condition is the condition

$$
\begin{equation*}
|\operatorname{Im} \mathcal{A}(x)| \leq C \operatorname{Re} \mathcal{A}(x), \quad x \in \Omega \tag{1.5}
\end{equation*}
$$

for some constant $C \geq 0$. This condition is equivalent to Sjöstrand's cone condition [36] (see also [10]). It implies hypoellipticity with loss of one derivative of the transposed operator ${ }^{t} L$, for "generic" first order terms in (1.2), and thus local solvability of $L$ at $x_{0}$ (see [7], Ch. 22.4, for details and further references).

Since, however, local solvability of $L$ is in general a much weaker condition than hypoellipticity of ${ }^{t} L$, we are still rather far from understanding what rules local solvability in general, even when the cone-condition is satisfied.

We should like to mention that, even if the cone-condition is satisfied, for instance small perturbations of the coefficients of the first order terms preserving the values at $x_{0}$, may influence local solvability and lead to local solvability in situations where the unperturbed operator is not locally solvable at $x_{0}$ (see, e.g., [2]). Moreover, if, e.g.,
$\operatorname{maxrank}\left\{A\left(x_{0}\right), B\left(x_{0}\right)\right\}=4$ or 6 , then the conclusion in Theorem 1.3 may not be true (see [12],[20]).

All these results indicate that there is rather little hope for a complete characterization of local solvability for doubly characteristic operators in general, but that Theorem 1.3 in combination with the above mentioned results on hypoellipticity give at least rather satisfactory answers in the "generic" case.

Nevertheless, for the case of homogeneous, left-invariant second order differential operators on the Heisenberg group $\mathbb{H}_{n}$, a fairly comprehensive answer can be given.

In the sequel, we shall therefore entirely concentrate on the case of left-invariant operators on the Heisenberg group.

Recall that the Heisenberg group $\mathbb{H}_{d}$ of dimension $n=2 d+1$ is $\mathbb{R}^{2 d} \times \mathbb{R}$ (as a manifold), with the group law

$$
(v, u) \cdot\left(v^{\prime}, u^{\prime}\right)=\left(v+v^{\prime}, u+u^{\prime}+\frac{1}{2}^{t} v J v^{\prime}\right),
$$

for $v, v^{\prime} \in \mathbb{R}^{2 d}, u, u^{\prime} \in \mathbb{R}$, where $J$ is the standard skew matrix

$$
J:=\left(\begin{array}{cc}
0 & I_{d} \\
-I_{d} & 0
\end{array}\right) .
$$

Here, $m=2 d$ and $n=2 d+1$.
A basis of the Lie algebra $\mathfrak{h}_{d}$ of left-invariant vector fields is then given by

$$
\begin{aligned}
V_{j} & :=\frac{\partial}{\partial v_{j}}+\frac{1}{2}(t v \cdot J)_{j} \frac{\partial}{\partial u}, \quad j=1, \ldots, m, \\
U & :=\frac{\partial}{\partial u} .
\end{aligned}
$$

Consider an operator $L$ on $\mathbb{H}_{d}$ of the form

$$
\begin{equation*}
L=\sum_{j, k=1}^{m} \alpha_{j k} V_{j} V_{k}+\text { lower order terms } \tag{1.6}
\end{equation*}
$$

where the coefficient matrix $\mathcal{A}=\left(\alpha_{j k}\right)_{j, k} \in \operatorname{Sym}(m, \mathbb{C})$ is symmetric. We put $A:=\operatorname{Re} \mathcal{A}$, $B:=\operatorname{Im} \mathcal{A}$. The matrix $\left\{E_{j l}(x)\right\}_{j l}$ in (1.3) is then given by a vector, with components

$$
E_{j}(v, u)=\frac{1}{2} \sum_{k=1}^{m} J_{k j} v_{k},
$$

and, if we split a cotangent vector $\xi=(\nu, \mu) \in \mathbb{R}^{m} \times \mathbb{R}$ according to the coordinates $x=(v, u) \in \mathfrak{h}_{d}$, we have

$$
q_{j}((v, u),(\nu, \mu))=\nu_{j}+\frac{1}{2} \sum_{s} \mu J_{s j} v_{s},
$$

so that one easily computes that

$$
J_{((v, u), \mu)}=\left(\left\{q_{j}, q_{k}\right\}((v, u),(\nu, \mu))\right)_{j, k=1, \ldots, m}=\mu J
$$

which is non-degenerate whenever $\mu \neq 0$, and then the associated Poisson bracket on $\mathbb{R}^{2 d}$ is given by

$$
\{a, b\}_{((v, u), \mu)}=-\mu(\nabla a) J^{t}(\nabla b)
$$

Notice that this is the skew form associated to the matrix $-\mu J$. This implies in particular that

$$
\left\{Q_{A}, Q_{B}\right\}_{((v, u), \mu)}=-2 \mu(A J B-B J A)
$$

## Putting

$$
C:=2(A J B-B J A),
$$

we thus obtain the following corollary to Theorem 1.3.
Corollary 1.4 Assume that $A, B$ forms a non-dissipative pair, and that $A, B$ and $C$ are linearly independent. Moreover, suppose that either
(i) minrank $\{A, B\} \geq 3$ and maxrank $\{A, B\} \geq 17$, or
(ii) minrank $\{A, B\}=2$, maxrank $\{A, B\} \geq 9$, and that the joint kernel $\operatorname{ker} A \cap \operatorname{ker} B$ of $Q_{A}$ and $Q_{B}$ is either trivial, or a symplectic subspace with respect to the canonical symplectic form on $\mathbb{R}^{2 d}$ (associated to $-J$ ).

Then the operator $L$ in (1.6) on $\mathbb{H}_{d}$ is nowhere locally solvable.
Before we turn to sufficient conditions for local solvability of the operators $L$, let me briefly comment on the proof of Corollary 1.4.

Denote by $f$ and $g$ the real and imaginary parts of the principal symbol of $L$. Writing $q:=\left(q_{1}, \ldots, q_{2 d}\right)$, we have

$$
f=Q_{A}(q(\cdot)) \quad \text { and } \quad g=Q_{B}(q(\cdot))
$$

and one easily computes that

$$
\{f, g\}((v, u),(\nu, \mu))=4 \sum_{j, k}\left(A J_{((v, u), \mu)} B\right)_{j k} q_{j}((v, u),(\nu, \mu)) q_{k}((v, u),(\nu, \mu))
$$

hence

$$
\{f, g\}=Q_{C}(q(\cdot))
$$

Since

$$
q((v, u),(\nu, \mu))=\nu-\frac{1}{2} \mu J v
$$

so that the mapping $(\nu, \mu) \mapsto q((v, u),(\nu, \mu))$ is surjective for every $(v, u)$, Corollary 1.4 can thus obviously be reduced by means of Hörmander's Theorem 1.1 to the following result concerning real quadrics, which represents the core of the work in [18] (the proof of Theorem 1.3 is based on similar ideas, but more involved):
Theorem 1.5 Assume that $\mathbb{R}^{n}=\mathbb{R}^{2 d}$ is endowed with the canonical symplectic form. Let $A, B \in \operatorname{Sym}(n, \mathbb{R})$ be linearly independent, and assume that $A, B$ forms a non-dissipative pair. Define $Q_{C}:=\left\{Q_{A}, Q_{B}\right\}$ as the Poisson bracket of $Q_{A}$ and $Q_{B}$, and assume that $A, B$ and $C$ are linearly independent.

Then there exists a point $x \in \mathbb{R}^{n}$ such that

$$
Q_{A}(x)=Q_{B}(x)=0 \text { and } Q_{C}(x) \neq 0
$$

provided one of the following conditions are satisfied:
(i) $\operatorname{minrank}\{A, B\} \geq 3$ and maxrank $\{A, B\} \geq 17$;
(ii) minrank $\{A, B\}=2$, maxrank $\{A, B\} \geq 9$, and the joint radical $\operatorname{ker} A \cap \operatorname{ker} B$ of $Q_{A}$ and $Q_{B}$ is either trivial, i.e., $\operatorname{ker} A \cap \operatorname{ker} B=\{0\}$, or a symplectic subspace of $\mathbb{R}^{n}$.

Put another way: If $A$ and $B$ are linearly independent and form a non-dissipative pair, then under the rank conditions above, if the quadratic form $Q_{C}$ vanishes on the set of joint zeros of the forms $Q_{A}$ and $Q_{B}$, there are $\alpha, \beta \in \mathbb{R}$ such that $C=\alpha A+\beta B$.

Corollary 1.4 shows that local solvability of $L$ on Heisenberg groups can essentially only arize if the operator $e^{i \theta} L$ is dissipative, for some $\theta \in \mathbb{R}$. This statement is true in the strict sense, if, e.g., the matrix $A$, or if $A+i B$, is non-degenerate so that maxrank $\{A, B\}=2 d$, and $d \geq 9$.

That the conclusion of the theorem cannot hold without any rank condition is demonstrated by the following examples (compare also [18]).

Example 1.6 a) On $\mathbb{R}^{2}$, take

$$
Q_{A}:=x_{1} x_{2}, Q_{B}:=x_{1}^{2}-x_{2}^{2}
$$

b) A more sophisticated example on $\mathbb{R}^{4}$, with coordinates $(x, y)=\left(x_{1}, x_{2}, y_{1}, y_{2}\right)$, is given as follows:

$$
Q_{A}:=x_{1} y_{2}+x_{2} y_{1}, Q_{B}:=x_{1} y_{1}-x_{2} y_{2} .
$$

Here, one computes that $A$ and $B$ are non-degenerate, have vanishing traces (so that they form a non-dissipative pair) and that

$$
Q_{C}=\left\{Q_{A}, Q_{B}\right\}=2\left(x_{1} y_{2}-x_{2} y_{1}\right)
$$

vanishes on the joint zeros of $Q_{A}$ and $Q_{B}$. Nevertheless, $A, B$ and $C$ are linearly independent.

In order to describe our sufficient conditions for local solvability, it is convenient to slightly modify the notation. Let us first split coordinates $z=(x, y)$, with $x, y \in \mathbb{R}^{d}$. Then the previous basis $V_{1}, \ldots, V_{2 d}, U$ of the Lie algebra of $\mathbb{H}_{d}$ can be written more explicitly as $X_{1}, \ldots, X_{d}, Y_{1}, \ldots, Y_{d}, U$ (in this order), where

$$
\begin{array}{ll}
X_{j}=\partial_{x_{j}}-\frac{1}{2} y_{j} \partial_{u}, & j=1, \cdots, d, \\
Y_{j}=\partial_{y_{j}}+\frac{1}{2} x_{j} \partial_{u}, & j=1, \cdots, d,  \tag{1.7}\\
U=\partial_{u} . &
\end{array}
$$

Given a $2 d \times 2 d$ complex symmetric matrix $A=\left(a_{j k}\right)$, set

$$
\begin{equation*}
\mathcal{L}_{A}=\sum_{j, k=1}^{2 d} a_{j k} V_{j} V_{k} \tag{1.8}
\end{equation*}
$$

and, for $\alpha \in \mathbb{C}$,

$$
\begin{equation*}
\mathcal{L}_{A, \alpha}=\mathcal{L}_{A}+i \alpha U . \tag{1.9}
\end{equation*}
$$

(notice that what used to be $\mathcal{A}$ has become $A$ now).
These operators can be characterized as the second order left-invariant differential operators on $\mathbb{H}_{d}$ which are homogeneous of degree 2 under the automorphic dilations $D_{r}:(v, u) \mapsto\left(r v, r^{2} u\right), \quad r>0$.

Recall also that the real symplectic group $\operatorname{Sp}(d, \mathbb{R})$, i.e., the group of all $2 d \times 2 d$ real matrices $g$ such that ${ }^{t} g J g=J$, acts by automorphisms on $\mathbb{H}_{d}$ fixing the center, namely by $(z, u) \mapsto(g z, u)$, if $g \in \operatorname{Sp}(d, \mathbb{R})$.

Since we now assume that $\mathcal{L}_{A, \alpha}$ is essentially dissipative, after multiplying it with a suitable complex number of modulus 1 , we may assume that $\mathcal{L}_{A, \alpha}$ is dissipative, or, equivalently, that

$$
\begin{equation*}
\operatorname{Re} A \geq 0 \tag{1.10}
\end{equation*}
$$

This condition is considerably weaker than Sjöstrand's cone condition (1.5).
The operators $\mathcal{L}_{A, \alpha}$ have double characteristics, and for such operators it is known that it is not only the principal symbol that governs local solvability, but that also the subprincipal symbol in combination with the Hamiltonian mappings associated with doubly characteristic points plays an important role. Due to the translation invariance of our operators and the symplectic structure that is inherent in the Heisenberg group law, these Hamiltonians are essentially encoded in the Hamiltonian $S \in \mathfrak{s p}(n, \mathbb{C})$, associated to the coefficient matrix $A$ by the relation

$$
S:=-A J
$$

(see e.g. [29]).
In order to emphasize the central role played by $S$, we shall therefore also denote $\mathcal{L}_{A, \alpha}$ by $L_{S, \alpha}$.

One of the main results in [19] (Theorem 2.2), states that, under a further, natural condition, the question of local solvability of the operators $L_{S, \alpha}$ can essentially be reduced to the case where the Hamiltonian $S$ has only real eigenvalues.

This is achieved by showing that an integration by parts technic, which had been introduced by R. Beals and P.C. Greiner in [1], and since then been applied in modified ways in various subsequent articles, e.g. in [21], when viewed in the right way, ultimately allows to show that $L_{S, \alpha}$ is locally solvable, provided that $L_{S_{r}, \beta}$ is locally solvable for particular values of $\beta$. Here, $S_{r}$ is the "part" of $S$ comprising all Jordan blocks associated with real eigenvalues.

For the case of real eigenvalues, one can prove partial results which, in combination with Theorem 2.2 of [19], allow to widely extend all the results known to date for operators $\mathcal{L}_{A, \alpha}$ with non-real coefficient matrices $A$ (see Theorems 2.6, 2.7 in [19]).

However, these results are fairly involved and their proofs tend to be very technical. Therefore we shall restrict ourselves for these lectures to the special case where $A$ satisfies the cone condition (1.5), and refer the interested reader for more general results to [19].

We should also like to mention that there is an abundance of literature on the question of local solvability of various classes of invariant operators on Lie groups. It would be impossible to list all the relevant articles, so that we restrict ourselves to pointing out just a few references, and apologizing to all whom we haven't done justice in doing so:

The case of bi-invariant differential operators of arbitrary order has been studied in particular by M. Rais [34],[35] (see also Helgason's work [6] for a related context). Some necessary and various sufficiant representation theoretic conditions for local solvability of left-invariant differential operators of arbitrary order on nilpotent Lie groups can be found in work of P. Lévy-Bruhl [17],[16], [15], [14], [13] (see also B. Helffer's survey [5]). Finally, a complete answer for a particular class of second order operators on nilpotent Lie groups of step 3 and higher has been given in [30].

## 2 Sufficiant conditions: Statement of the main results

In order to emphasize the symplectic structure on $\mathbb{R}^{2 d}$ which is implicit in (1.7), and at the same time to provide a coordinate-free approach, we shall work within the setting of an arbitrary $2 d$-dimensional real vector space $V$, endowed with a symplectic form $\sigma$. The extension of $\sigma$ to a complex symplectic form on $V^{\mathbb{C}}$, the complexification of $V$, will also be denoted by $\sigma$.

If $Q$ is a complex-valued quadratic form on $V$, we shall often view it as a symmetric bilinear form on $V^{\mathbb{C}}$, and shall denote by $Q(v)$ the quadratic form $Q(v, v)$. $Q$ and $\sigma$ determine a linear endomorphism $S$ of $V^{\mathbb{C}}$ by imposing that

$$
\sigma(v, S w)=Q(v, w)
$$

Then, $S \in \mathfrak{s p}\left(V^{\mathbb{C}}, \sigma\right)$, i.e.,

$$
\begin{equation*}
\sigma(S v, w)+\sigma(v, S w)=0 \tag{2.1}
\end{equation*}
$$

$S$ is called the Hamilton map of $Q$. We shall then also write $Q=Q_{S}$. Clearly, $S$ is real, i.e., $S \in \mathfrak{s p}(V, \sigma)$, if $Q$ is real.

Let us endow $V$ with the Poisson bracket associated to $\sigma$, and denote by $\mathcal{Q}(V)$ the space of all complex symmetric quadratic forms on $V$. One easily computes that

$$
\begin{equation*}
\left\{Q_{S_{1}}, Q_{S_{2}}\right\}=Q_{-2\left[S_{1}, S_{2}\right]}, \quad S_{1}, S_{2} \in \mathfrak{s p}\left(V^{\mathbb{C}}, \sigma\right) \tag{2.2}
\end{equation*}
$$

which proves the well-known fact that $(\mathcal{Q}(V),\{\cdot, \cdot\})$ is a Lie algebra, isomorphic to $\mathfrak{s p}\left(V^{\mathbb{C}}, \sigma\right)$ under the isomorphism $Q_{S} \mapsto-2 S$.

If $T: U \rightarrow W$ is a linear homomorphism of real or complex vector spaces, we shall denote by ${ }^{t} T: W^{*} \rightarrow U^{*}$ the transposed homomorphisms between the dual spaces $W^{*}$ and $U^{*}$ of $W$ and $U$, respectively, i.e.,

$$
\left({ }^{t} T w^{*}\right)(u)=w^{*}(T u), u \in U, w^{*} \in W^{*} .
$$

As usually, we shall identify the bi-dual $W^{* *}$ with $W$.
If $Q$ is any bilinear form on $V$ (respectively $V^{\mathbb{C}}$ ), there is a unique linear map $\mathcal{Q}: V \rightarrow$ $V^{*}$ (respectively $\left.\mathcal{Q}: V^{\mathbb{C}} \rightarrow\left(V^{\mathbb{C}}\right)^{*}\right)$ such that

$$
\begin{equation*}
(\mathcal{Q} v)(w)=Q(v, w) \tag{2.3}
\end{equation*}
$$

and $\mathcal{Q}$ is a linear isomorphism if and only if $Q$ is non-degenerate. In particular, the map $\mathcal{J}: V^{\mathbb{C}} \rightarrow\left(V^{\mathbb{C}}\right)^{*}$, given by

$$
\begin{equation*}
(\mathcal{J} v)(w)=\sigma(w, v), \tag{2.4}
\end{equation*}
$$

is a linear isomorphism, which restricts to a linear isomorphisms from $V$ to $V^{*}$, also denoted by $\mathcal{J}$. We have ${ }^{t} \mathcal{J}=-\mathcal{J}$, so that (2.1) can be read as

$$
\begin{equation*}
\mathcal{J} S+{ }^{t} S \mathcal{J}=0 . \tag{2.5}
\end{equation*}
$$

Moreover, if the form $Q$ in (2.3) is symmetric, then ${ }^{t} \mathcal{Q}=\mathcal{Q}$ and $\mathcal{Q}=\mathcal{J} S$.
By composition with $\mathcal{J}$, bilinear forms on $V$ can be transported to $V^{*}$, e.g. we put

$$
\sigma^{*}(\mathcal{J} v, \mathcal{J} w):=\sigma(v, w), \quad Q^{*}(\mathcal{J} v, \mathcal{J} w):=Q(v, w) .
$$

In analogy with (2.3) and (2.4), we obtain maps from $V^{*}$ to $V$ (respectively from $\left(V^{\mathbb{C}}\right)^{*}$ to $V^{\mathbb{C}}$ ) which satisfy the following identities:

$$
\begin{equation*}
\mathcal{J}^{*}=-\mathcal{J}^{-1}, \mathcal{Q}={ }^{t} \mathcal{J} \mathcal{Q}^{*} \mathcal{J}=-\mathcal{J} \mathcal{Q}^{*} \mathcal{J}, S^{*}=\mathcal{J} S \mathcal{J}^{-1}=-{ }^{t} S \tag{2.6}
\end{equation*}
$$

The canonical model of a symplectic vector space is $\mathbb{R}^{2 d}$, with symplectic form $\sigma(v, w)=$ ${ }^{t} v J w$, where

$$
J:=\left(\begin{array}{cc}
0 & I_{d} \\
-I_{d} & 0
\end{array}\right) .
$$

Identifying also the dual space with $\mathbb{R}^{2 d}$ (via the canonical inner product on $\mathbb{R}^{2 d}$ ), we have $\mathcal{J} v=J v$. Moreover, of course $\left(\mathbb{R}^{2 d}\right)^{\mathbb{C}}=\mathbb{C}^{2 d}$. As usually, in this case we also write $\mathfrak{s p}(d, \mathbb{C})$ in place of $\mathfrak{s p}\left(V^{\mathbb{C}}, \sigma\right)$.

If a general symmetric form $Q$ is given by $Q(v, w)={ }^{t} v A w$, where $A$ is a symmetric matrix, we have the following formulas:

$$
\begin{equation*}
\mathcal{Q} v=A v, S v=-J A v, S^{*} v=-A J v \tag{2.7}
\end{equation*}
$$

These formulas apply whenever we introduce coordinates on $V$ adapted to a symplectic basis of $V$, i.e., to a basis $X_{1}, \ldots, X_{d}, Y_{1}, \ldots, Y_{d}$ such that

$$
\sigma\left(X_{j}, X_{k}\right)=\sigma\left(Y_{j}, Y_{k}\right)=0, \sigma\left(X_{j}, Y_{k}\right)=\delta_{j k}
$$

for every $j, k$. Observe that in $V^{*}$, the dual of a symplectic basis is symplectic with respect to $\sigma^{*}$. The Heisenberg group $\mathbb{H}_{V}$ built on $V$ is $V \times \mathbb{R}$, endowed with the product

$$
(v, u)\left(v^{\prime}, u^{\prime}\right):=\left(v+v^{\prime}, u+u^{\prime}+\frac{1}{2} \sigma\left(v, v^{\prime}\right)\right) .
$$

Its Lie algebra $\mathfrak{h}_{V}$ is generated by the left-invariant vector fields

$$
X_{v}=\partial_{v}+\frac{1}{2} \sigma(\cdot, v) \partial_{u}, \quad v \in V .
$$

The Lie brackets are given by $\left[X_{v}, X_{w}\right]=\sigma(v, w) U$, with $U:=\partial_{u}$.
We regard the formal expression (1.8) defining the operator $\mathcal{L}_{A}$ as an element of the symmetric tensor product $\mathfrak{S}^{2}\left(V^{\mathbb{C}}\right)$ (with $\left.V^{\mathbb{C}}=\mathbb{C}^{2 d}\right)$, hence as a complex symmetric bilinear form $Q^{*}$ on $\left(V^{\mathbb{C}}\right)^{*}$. With this notation, the Hamilton map $S^{*}$ of $Q^{*}$ is

$$
\begin{equation*}
S^{*}=-J A, \tag{2.8}
\end{equation*}
$$

and the Hamilton map of the corresponding form $Q$ on $V^{\mathbb{C}}$ is

$$
\begin{equation*}
S=-A J \tag{2.9}
\end{equation*}
$$

Since the solvability of $\mathcal{L}_{A, \alpha}$ is closely connected to the spectral properties of the associated Hamilton map $S$, we shall sometimes also write

$$
\mathcal{L}_{A}=: L_{S}, \quad \mathcal{L}_{A, \alpha}=: L_{S, \alpha},
$$

and shall call $S$ the Hamiltonian associated to $\mathcal{L}_{A}$. We remark (compare (2.2)) that

$$
\begin{equation*}
\left[L_{S_{1}}, L_{S_{2}}\right]=-2 L_{\left[S_{1}, S_{2}\right]} U \tag{2.10}
\end{equation*}
$$

Remark 2.1 Notice that the notation used here to parametrize the operators $L$ slightly deviates from that used in the introduction. Since in this part of my lectures, the separation between the real- and the imaginary part of the complex matrix $A$ will only play a minor role, we have decided to use roman letters for $A$ here. Moreover, what had been called $Q_{A}$ before is now called $Q_{S}$.

If $Q(v, w)=Q_{1}(v, w)+i Q_{2}(v, w)$ is a complex-valued symmetric bilinear form on $V$, we say that $Q$ satisfies the cone condition if

$$
\begin{equation*}
\left|Q_{2}(v)\right| \leq C Q_{1}(v) \tag{2.11}
\end{equation*}
$$

for some $C>0$ and every $v \in V$. If $Q=Q_{S}$, then this is equivalent to the cone condition (1.5) for the associated matrix $A$ (possibly with a different constant $C$ ).

Denote by

$$
\Omega=\Omega_{Q}:=\operatorname{conv}\{Q(v): v \in V\}
$$

the convex hull of the set $\{Q(v): v \in V\}$ in the complex plane. Clearly $\Omega$ is contained in the proper angle $\{\zeta \in \mathbb{C}:|\operatorname{Im} \zeta| \leq C \operatorname{Re} \zeta\}$.

The cone condition is obviously satisfied if $Q_{1}$ is positive definite. It is also evident from (2.6) that $Q$ and $Q^{*}$ satisfy the cone condition for the same values of $C$.

As we shall see in Section 3, the cone condition implies that the eigenvalues of $S$ are in $i \Omega \cup-i \Omega$. Also, the non-zero eigenvalues come in pairs $\pm \lambda$ with the same multiplicity.

Theorem 2.2 Assume that $\operatorname{Re} A>0$, and let $\lambda_{1}, \ldots, \lambda_{d}$ be the eigenvalues of $S=-A J$ contained in $i \Omega$, counted with multiplicities. Then $\mathcal{L}_{A, \alpha}$ is locally solvable if and only if

$$
\alpha \notin \mathcal{E}:=\left\{ \pm i \sum_{j=1}^{d}\left(2 k_{j}+1\right) \lambda_{j}: k_{j} \in \mathbb{N}\right\}
$$

If $\operatorname{Re} A$ is only semi-definite and the cone condition is satisfied, then $A$ itself is clearly degenerate, so that 0 is an eigenvalue of $S=-A J$. Let $\lambda_{1}, \ldots, \lambda_{m}$ (with $m<d$ ) be the non-zero eigenvalues of $S$ contained in $i \Omega$, counted with multiplicities.

We recall that a subspace $V^{\prime}$ of $V$ (or a complex subspace of $V^{\mathbb{C}}$ ) is called symplectic if the restriction of $\sigma$ to $V^{\prime} \times V^{\prime}$ is non-degenerate.

Theorem 2.3 Assume that $A$ satisfies the cone condition (so that in particular $\operatorname{Re} A \geq$ 0 ), and that $A$ is degenerate. If $\operatorname{ker} S \cap V$ is symplectic (or, equivalently, if $\operatorname{ker} \operatorname{Re} S$ is symplectic in $V$ ), then $\mathcal{L}_{A, \alpha}$ is locally solvable if and only if

$$
\alpha \notin \mathcal{E}:=\left\{ \pm i \sum_{j=1}^{m}\left(2 k_{j}+1\right) \lambda_{j}: k_{j} \in \mathbb{N}\right\} .
$$

If $\operatorname{ker} S \cap V$ is not symplectic, then $\mathcal{L}_{A, \alpha}$ is locally solvable for every $\alpha$.
For the sake of completeness, let me finally state a theorem which gives the answer in the rather opposite case where $C=0$. For further results complementing these theorems see also [19], Theorem 2.8.

Theorem 2.4 ([19]) Let $S=S_{1}+i S_{2} \in \mathfrak{s p}(d, \mathbb{C})$, and assume that $\left[S_{1}, S_{2}\right]=0$. Then $L$ is locally solvable, unless both $S_{1}$ and $S_{2}$ have purely imaginary spectrum and are semisimple. In the latter case, one can find a suitable automorphism of $\mathbb{H}_{d}$ leaving the center fixed such that, in the new coordinates given by this automorphism, L takes on the form

$$
\begin{equation*}
L=\sum_{j=1}^{n_{1}} i \lambda_{j}\left(X_{j}^{2}+Y_{j}^{2}\right)+i \alpha U \tag{2.12}
\end{equation*}
$$

with $n_{1} \leq d$ and $\lambda_{1}, \ldots, \lambda_{n_{1}} \in \mathbb{C} \backslash\{0\}$. Then $L$ is locally solvable if and only if there are constants $C, N>0$, such that

$$
\begin{equation*}
\left|i \sum_{j=1}^{n_{1}}\left(2 k_{j}+1\right) \lambda_{j} \pm \alpha\right| \geq C\left(1+k_{1}+\cdots+k_{n_{1}}\right)^{-N} \tag{2.13}
\end{equation*}
$$

for all $k_{1}, \ldots, k_{n_{1}} \in \mathbb{N}$.
In particular cases, condition (2.13) can be considered as a problem of diophantine approximation, see [32], Proposition 3.9.

Observe that in view of $(2.2),\left\{Q_{S_{1}}, Q_{S_{2}}\right\}=0$ in this theorem, whereas we had been assuming in Corollary 1.4 that $Q_{S_{1}}, Q_{S_{2}}$ and $\left\{Q_{S_{1}}, Q_{S_{2}}\right\}$ are linear independent. An important special case of Theorem 2.4 is the case where $S_{1}=0$, (or $S_{2}=0$; these two cases are of course equivalent), i.e., the case of real coefficient operators. This case had been dealt with in a complete way in [33], [32], and these results have been extended to arbitrary two-step nilpotent Lie groups in [28]. For yet further results, we refer to the References.

The proofs of the previous theorems will be based on the following formal identity for "the inverse" to $\mathcal{L}_{A, \alpha}$ :

$$
\left(\mathcal{L}_{A, \alpha}\right)^{-1}=-\int_{0}^{\infty} e^{t \mathcal{L}_{A, \alpha}} d t
$$

This formula is not completely unreasonable, since $\operatorname{Re} A \geq 0$, which just means that the operator $\mathcal{L}_{A, \alpha}$ is dissipative on $L^{2}\left(\mathbb{H}_{d}\right)$, so that it generates a contraction semigroup $\left\{e^{t \mathcal{L}_{A, \alpha}}\right\}_{t \geq 0}$ on $L^{2}\left(\mathbb{H}_{d}\right)$, by the Phillips-Lumer theorem. However, the operators $e^{t \mathcal{L}_{A, \alpha}}$ will
in general have norm 1 , so that the integral above will not make sense on $L^{2}\left(\mathbb{H}_{d}\right)$. Indeed, it turns out that a somewhat better approach is based on the related formal identity

$$
\begin{align*}
\left(\mathcal{L}_{A, \alpha}\right)^{-1} & =-|U|^{-1} \int_{0}^{\infty} e^{t|U|^{-1} \mathcal{L}_{A, \alpha}} d t \\
& =-|U|^{-1} \int_{0}^{\infty} e^{t|U|^{-1} \mathcal{L}_{A}+i t \alpha U /|U|} d t \tag{2.14}
\end{align*}
$$

It turns out that, after suitable modifications, the integral expression in (2.14) can be given meaning, in the distributional sense.

A first step will consist in taking the partial Fourier transform with respect to the central variable $u$, say at the Fourier parameter $\mu$. This will turn the operator $\mathcal{L}_{A}$ into the so-called $\mu$-twisted operator $\mathcal{L}_{A}^{\mu}$.

In a second step, we shall have to identify the one-parameter semigroups generated by the $\mathcal{L}_{A}^{\mu}$. This step involves a careful discussion of the spectral properties of $S$ : location of its eigenvalues in the complex plane, symplectic properties of its generalized eigenspaces (as subspaces of $\mathbb{C}^{2 n}$ with the symplectic form induced by $J$ ). In this analysis, which will be carried out in the next Section, we shall follow [8], [10],[21] and [19] (see also [36]).

## 3 On the algebraic structure of $S$

Complex conjugation in $V^{\mathbb{C}}$ is meant with respect to the real form $V$, i.e., for $z=v+i w \in$ $V^{\mathbb{C}}$, we set $\bar{z}=v-i w$.

Recall that the radical $\operatorname{rad} B$ of a bilinear form $B$ on a (real or complex) space $V$ is the space of the $v \in V$ such that $B\left(v, v^{\prime}\right)=0$ for all $v^{\prime} \in V$.

Also recall that a subspace $V^{\prime}$ of a (real or complex) symplectic space is called isotropic if the restriction of the symplectic form to $V^{\prime} \times V^{\prime}$ is trivial. A maximal isotropic subspace of $V$ is called Lagrangian. If $V^{\prime}$ is Lagrangian, then $\operatorname{dim} V^{\prime}=\frac{1}{2} \operatorname{dim} V$.

The following structure theory for elements $S \in \mathfrak{s p}\left(V^{\mathbb{C}}, \sigma\right)$ will be important. Let $\operatorname{spec} S \subset \mathbb{C}$ denote the spectrum of $S$, and for $\lambda \in \operatorname{spec} S$ by $V_{\lambda}$ the generalized eigenspace of $S$ belonging to the eigenvalue $\lambda$.

Lemma 3.1 If $\lambda+\mu \neq 0$, then $\sigma\left(V_{\lambda}, V_{\mu}\right)=0$. Also, if $\lambda \neq 0$, then $\operatorname{dim} V_{\lambda}=\operatorname{dim} V_{-\lambda}$ and $V_{\lambda} \oplus V_{-\lambda}$ is a symplectic subspace in which each summand is Lagrangian.

Proof. The map $S+\mu I$ is a bijection of $V_{\lambda}$ onto itself, so every $z \in V_{\lambda}$ can be written as $(S+\mu I)^{n} z_{n}$, for arbitrary $n$, with $z_{n} \in V_{\lambda}$.

If we now take $z^{\prime} \in V_{\mu}$, we have, for $n$ large,

$$
\sigma\left(z, z^{\prime}\right)=(-1)^{n} \sigma\left(z_{n},(S-\mu I)^{n} z^{\prime}\right)=0 .
$$

Assume that $v \in V_{-\lambda}$ is such that $\sigma\left(v, V_{\lambda}\right)=0$, where $\lambda \neq 0$. Then $v=0$, since $\sigma$ would be degenerate otherwise. Hence $V_{\lambda} \oplus V_{-\lambda}$ is symplectic. As both $V_{\lambda}$ and $V_{-\lambda}$ are isotropic, they must necessarily be Lagrangian. As such, they have the same dimension.
Q.E.D.

The fact that $\operatorname{dim} V_{\lambda}=\operatorname{dim} V_{-\lambda}$ also follows from the fact that $S$ and $-{ }^{t} S$ are conjugate under $\mathcal{J}$.

In particular, $V_{\lambda}$ and $V_{-\lambda}$ are isotropic subspaces with respect to the symplectic form $\sigma$, and $V_{\lambda} \oplus V_{-\lambda}$ is a symplectic subspace of $V^{\mathbb{C}}$, if $\lambda \neq 0$, while $V_{0}$ is symplectic too. We thus obtain a decomposition of $V^{\mathbb{C}}$ as a direct sum of symplectic subspaces which are $\sigma$-orthogonal:

$$
\begin{equation*}
V^{\mathbb{C}}=V_{0} \oplus \sum_{\lambda \neq 0}^{\oplus} V_{\lambda} \oplus V_{-\lambda} . \tag{3.1}
\end{equation*}
$$

Here, the summation takes place over a suitable subset of $\operatorname{spec} S$. Notice that the decomposition above is also orthogonal with respect to the symmetric form $Q(v, w)=\sigma(v, S w)$, since the spaces $V_{\lambda}$ are $S$-invariant. (3.1) induces an orthogonal decomposition

$$
\begin{equation*}
V^{\mathbb{C}}=V_{r} \oplus V_{i}, \tag{3.2}
\end{equation*}
$$

where $V_{r}:=\sum_{\lambda \in \mathbb{R} \cap \operatorname{spec} S} V_{\lambda}$ and $V_{i}:=\sum_{\mu \in(\mathbb{C} \backslash \mathbb{R}) \cap \text { spec } S} V_{\mu}$. Correspondingly, $S$ decomposes as

$$
\begin{equation*}
S=S_{r}+S_{i} \tag{3.3}
\end{equation*}
$$

where we have put $S_{r}(u+w):=S(u), S_{i}(u+w):=S(w)$, if $u \in V_{r}$ and $w \in V_{i}$. Then also $S_{r}$ and $S_{i}$ are in $\mathfrak{s p}\left(V^{\mathbb{C}}, \sigma\right)$, and $S_{r}$ respectively $S_{i}$ corresponds to the Jordan blocks of $S$ associated with real eigenvalues respectively non-real eigenvalues.

Lemma 3.2 Assume that $Q$ satisfies the cone condition. Denote by $S_{1}$ and $S_{2}$ the real and imaginary part of the Hamilton map $S$ of $Q$, respectively, and let $K_{1}=\operatorname{rad} Q_{1}=$ $\operatorname{ker} S_{1} \subset V$. Then, as subspaces of $V^{\mathbb{C}}, \operatorname{rad} Q=\operatorname{ker} S=K_{1}^{\mathbb{C}} . A l s o, z \in \operatorname{rad} Q$ if and only if $Q(z, \bar{z})=0$.

Proof. Let $z=v+i w \in \operatorname{rad} Q$. Then

$$
Q(z, \bar{z})=Q(v)+Q(w)=0 .
$$

As $Q_{1}$ is positive semi-definite, this implies that $Q_{1}(v)=Q_{1}(w)=0$, hence $v, w \in K_{1}$. This shows that $\operatorname{rad} Q \subset K_{1}^{\mathbb{C}}$.

To prove the converse, take $v \in K_{1}, w \in V$ and $t \in \mathbb{R}$. By the cone condition, $Q_{2}(v)=0$ and

$$
\left|2 t Q_{2}(v, w)+Q_{2}(w)\right|=\left|Q_{2}(t v+w)\right| \leq C Q_{1}(t v+w)=C Q_{1}(w) \quad \forall t \in \mathbb{R}
$$

This implies that $Q_{2}(v, w)=0$, i.e., $v \in \operatorname{rad} Q_{2}=\operatorname{ker} S_{2}$. The rest of the proof is trivial.

> Q.E.D.

Lemma 3.3 If $\lambda$ is an eigenvalue of $S$, then $\lambda \in(i \Omega) \cup(-i \Omega)$, where $\Omega=\Omega_{Q}$.

Proof. If $\lambda=0$, there is nothing to say. Let $\lambda \neq 0$ be an eigenvalue of $S$ and let $z=v+i w \in V^{\mathbb{C}}$ be an associated eigenvector. Then

$$
Q(z, \bar{z})=Q(v)+Q(w) \in \Omega
$$

and, by Lemma 3.2, $Q(z, \bar{z}) \neq 0$.
On the other hand,

$$
\begin{aligned}
Q(z, \bar{z}) & =-\sigma(S z, \bar{z}) \\
& =-\lambda \sigma(v+i w, v-i w) \\
& =2 i \lambda \sigma(v, w)
\end{aligned}
$$

This implies that $\lambda \in \pm i \Omega$, depending on the signum of $\sigma(v, w)$.
Q.E.D.

Lemma 3.4 Assume that $Q_{1}$ is positive definite, and let

$$
V^{ \pm}:=\sum_{\lambda \in \pm i \Omega} V_{\lambda} .
$$

Then $V^{+}$and $V^{-}$are $S$-invariant (complex) Lagrangian subspaces of $V^{\mathbb{C}}$,

$$
V^{+} \oplus V^{-}=V^{\mathbb{C}}, \quad \text { and } \quad V^{ \pm} \cap V=\{0\}
$$

Furthermore, the Hermitean form

$$
B\left(z, z^{\prime}\right):=-i \sigma\left(z, \bar{z}^{\prime}\right)
$$

is positive definite on $V^{+}$and negative definite on $V^{-}$.
In particular, if $Q=Q_{1}$ is real, we can find a symplectic basis $X_{1}, \ldots, X_{d}, Y_{1}, \ldots, Y_{d}$ of $V$ and $\rho_{j}>0, j=1, \ldots, d$, such that in the coordinates $x_{1}, \ldots, x_{d}, y_{1}, \ldots, y_{d}$ associated to this basis, $Q$ takes on the normal form

$$
\begin{equation*}
Q=\sum_{j=1}^{d} \rho_{j}\left(x_{j}^{2}+y_{j}^{2}\right) . \tag{3.4}
\end{equation*}
$$

Proof. That $V^{ \pm}$are Lagrangian subspaces follows immediately from Lemma 3.1, since $\Omega$ is a proper cone, and since clearly $V^{+} \oplus V^{-}=V^{\mathbb{C}}$ (see Lemma 3.3).

Next, if $v \in V^{ \pm} \cap V$, then $Q(v)=\sigma(v, S v)=0$, since $S v$ is also in $V^{ \pm}$. Hence $v=0$.
In order to prove the statement concerning the Hermitean form $B$, assume first that $Q_{2}=0$. Then $S=S_{1}$ is real, and by Lemma 3.3, its eigenvalues are purely imaginary.

Consider an eigenvalue $i \nu$ with associated eigenvector $z=v+i w$, i.e., $S z=i \nu z$; then, as $S$ is real, $S \bar{z}=-i \nu \bar{z}$. Let $V^{\prime}$ be the orthogonal complement in $V$ of $\operatorname{span}_{\mathbb{R}}\{v, w\}$, relative to the positive definite form $Q=Q_{1}$. If $u \in V^{\prime}$, then

$$
\begin{aligned}
Q(S u, v \pm i w) & =\sigma(S u, S(v \pm i w)) \\
& = \pm i \nu \sigma(S u, v \pm i w) \\
& =\mp i \nu Q(u, v \pm i w)=0 .
\end{aligned}
$$

Hence $S$ maps $V^{\prime}$ into itself, which implies that $S$ is diagonalizable on $V^{\mathbb{C}}$.

So $V^{ \pm}$is the linear span of the eigenvectors of $S$ relative to the eigenvalues $\pm i \nu$ with $\nu>0$. In order to see that $B$ is positive (resp. negative) definite on $V^{+}$(resp. $V^{-}$), by Lemma 3.1 it is sufficient to test it on eigenvectors. But, if $S z=i \nu z$ and $z=v+i w$, then we have

$$
\begin{aligned}
\nu B(z, z) & =-i \nu \sigma(z, \bar{z}) \\
& =-\sigma(S z, \bar{z}) \\
& =Q(\bar{z}, z) \\
& =Q(v)+Q(w)>0 .
\end{aligned}
$$

Notice also that $-i \nu \sigma(z, \bar{z})=-2 \nu \sigma(v, w)$, so that the above inequality further implies $\sigma(v, w)<0$. After scaling, we may thus assume that $\sigma(v, w)=-1$. If we then put $\rho_{1}:=\nu$, $X_{1}:=v$ and $Y_{1}:=-w$, we obtain $S\left(X_{1}-i Y_{1}\right)=i \rho_{1}\left(X_{1}-i Y_{1}\right)$, i.e., $S X_{1}=\rho_{1} Y_{1}, S Y_{1}=$ $-\rho_{1} X_{1}$, so that $X_{1}, Y_{1}$, forms a symplectic basis of an $S$-invariant subspace of $V$. And, on this space, we have

$$
Q\left(x_{1} X_{1}+y_{1} Y_{1}\right)=\sigma\left(\left(x_{1} X_{1}+y_{1} Y_{1}, S\left(\left(x_{1} X_{1}+y_{1} Y_{1}\right)\right)=\rho_{1}\left(x_{1}^{2}+y_{1}^{2}\right) .\right.\right.
$$

Applying the same reasoning to $V^{\prime}$, and proceeding by induction, we obtain (3.4).
Consider finally the case $Q_{2} \neq 0$, and assume, by contradiction, that $B$ is not positive definite on $V^{+}$. As the forms $Q_{1}+i t Q_{2}$ and the corresponding Lagrangian subspaces $V_{t}^{+}$ depend continuously on $t$, there will be $t_{0}>0$ such that $B$ is positive semi-definite and degenerate on $V_{t_{0}}^{+}$. Without loss of generality, we can assume that $t_{0}=1$.

Hence there is some $z \in V^{+} \backslash\{0\}$ such that $\sigma\left(z^{\prime}, \bar{z}\right)=i B\left(z^{\prime}, z\right)=0$ for every $z^{\prime} \in V^{+}$. As $V^{+}$is Lagrangian, this implies that also $\bar{z} \in V^{+}$. But this is in contradiction with the fact that $V^{+}$does not contain real vectors other than zero.

The same argument applies to $V^{-}$.
Q.E.D.

Recall that if $V^{\prime}$ is a subspace of a symplectic space $V$, then its $\sigma$-orthogonal $V^{\perp}$ consists of the elements $v \in V$ such that $\sigma\left(v, v^{\prime}\right)=0$ for every $v^{\prime} \in V^{\prime}$. The subspace $V^{\prime}$ is symplectic if and only if $V^{\prime} \cap V^{\prime \perp}$ is trivial (in which case $V=V^{\prime} \oplus V^{\prime \perp}$ ), it is isotropic if and only if $V^{\prime} \subseteq V^{\prime \perp}$, and it is Lagrangian if and only if $V^{\prime}=V^{\prime \perp}$. Any subspace $V^{\prime}$ decomposes as the direct sum of $V^{\prime} \cap V^{\perp \perp}$ (which is isotropic) and a symplectic subspace. In fact, any complementary subspace of $V^{\prime} \cap V^{\perp \perp}$ in $V^{\prime}$ is symplectic.

Assuming now that $Q$ satisfies the cone condition, but $Q_{1}$ is only positive semi-definite, we discuss the structure of the generalized eigenspace $V_{0}$ of $S$, relative to the eigenvalue 0 . It follows from Lemma 3.1 that $V_{0}$ is a symplectic subspace of $V^{\mathbb{C}}$. In the following, $\sigma$-orthogonality is referred to $V_{0}$ as the ambient space.

It is important at this point to remark that the space $V_{0}$ will in general not be invariant under complex conjugation, so that we cannot reduce considerations to $V_{0} \cap V$ in place of $V!$

Let $K:=\operatorname{ker} S \subseteq V_{0}$, and decompose $K$ as the $\sigma$-orthogonal direct sum

$$
K=K_{0} \oplus W_{0}
$$

of the isotropic subspace $K_{0}:=K \cap K^{\perp}$ and a symplectic subspace $W_{0}$. Let $W_{1}:=W_{0}^{\perp}$. Then $W_{1}$ is also symplectic, and $K^{\perp} \subset W_{1}$, since $W_{0} \subset K$. Moreover,

$$
V_{0}=W_{1} \oplus W_{0}
$$

Observe that, since $K=\bar{K}$ (by Lemma 3.2), also $K^{\perp} \cap K$ is complex conjugate, i.e. $\overline{K_{0}}=K_{0}$, and so we can choose $W_{0}$ so that $W_{0}=\overline{W_{0}}$. In general, $V_{0}$ is not self-conjugate, so we cannot assume that also $W_{1}$ is self-conjugate.

The following results complete the picture of the Jordan structure of $S$.
Lemma 3.5 Assume that $Q$ satisfies the cone condition. Then $K^{\perp}=K_{0}$, and $K_{0}$ is a Lagrangian subspace of $W_{1}$. Moreover, $S V_{0}=S W_{1}=K_{0}$, so that $S^{2}=0$ on $V_{0}$, so that $S_{r}^{2}=0$. Finally, $S=0$ on $V_{0}$, i.e., $S_{r}=0$, if and only if $K=\operatorname{ker} S$ is symplectic.

Proof. Notice first that, since $\left.S\right|_{V_{0}} \in \mathfrak{s p}\left(V_{0}, \sigma\right)$, the $\sigma$-orthogonal of an $S$-invariant subspace of $V_{0}$ is also $S$-invariant. This implies that

$$
S V_{0}=K^{\perp},
$$

because clearly $K=\left(S V_{0}\right)^{\perp}$. Hence all the spaces $K_{0}, W_{0}$ and $W_{1}$ are $S$-invariant.
So all conclusions will follow if we prove that $K^{\perp}=K_{0}$ (the fact that $K_{0}$ is Lagrangian in $W_{1}$ then follows from $\left.\left(K^{\perp}\right)^{\perp} \cap W_{1}=K \cap W_{1} \subset K_{0}\right)$.

To this end, consider the quotient space $K^{\perp} / K_{0}$. As $K^{\perp}$ and $K_{0}$ are $S$-invariant, $S$ projects to a linear map $\tilde{S}$ of $K^{\perp} / K_{0}$ into itself. The form $\sigma$ also projects to a symplectic form $\tilde{\sigma}$ on $K^{\perp} / K_{0}$, since $K_{0}=K^{\perp} \cap\left(K^{\perp}\right)^{\perp}$ is just the radical of $\sigma$ in $K^{\perp}$. Also, $\tilde{S} \in$ $\mathfrak{s p}\left(K^{\perp} / K_{0}, \tilde{\sigma}\right)$.

Consider therefore the symmetric bilinear form $\tilde{Q}(\xi, \eta):=\tilde{\sigma}(\xi, \tilde{S} \eta)$ on the complex space $K^{\perp} / K_{0}$. If $\xi=z+K_{0}$ and $\eta=w+K_{0}$, we have

$$
\tilde{Q}(\xi, \eta)=\sigma(z, S w)=Q(z, w)
$$

We show by means of Lemma 3.2 that $\tilde{Q}$ is non-degenerate. A technical problem is that $K^{\perp}$ may not be self-conjugate. Therefore, we consider $K^{\perp}$ is a subspace of the $\sigma$-orthogonal complement $U=K^{\perp}+V_{i}$ of $K$ in $V^{\mathbb{C}}$, which is self-conjugate.

Let $\xi \in \operatorname{rad} \tilde{Q}$. Then $Q(z, w)=\sigma(S z, w)=0$ for every $w \in K^{\perp}$, and the same is true for every $w \in V_{i}$ (since $V_{0}$ and $V_{i}$ are $\sigma$-orthogonal), hence for every $w \in U$. Since $\bar{z} \in U$, we thus find that $Q(z, \bar{z})=0$, hence $S z=0$, by Lemma 3.2, and thus $\xi=0$.

Since $\tilde{Q}$ is non-degenerate, $\tilde{S}$ is non-degenerate too. But $\tilde{S}$ is nilpotent, and hence $K^{\perp}=K_{0}$.
Q.E.D.

Observe finally that $\overline{S V_{0}} \subset \bar{K}=K \subset V_{0}$. It is not difficult to show (see Lemma 3.3 in [19]) that this implies $\operatorname{Re} Q_{S_{r}} \geq 0$, so that under the hypotheses of Lemma 3.5, we can apply the following result from [19] (Proposition 7.2) to $S_{r}$.

Proposition 3.6 Assume that $S^{2}=0$ and $\operatorname{Re} Q_{S} \geq 0$. Then we can select a symplectic basis $X_{1}, \ldots, X_{n}, Y_{1}, \ldots, Y_{n}$ of $V$ such that $L_{S}=\sum_{j, k=1}^{m} b_{j k} Y_{j} Y_{k}$ for some $m \leq n$ and $b_{j k} \in \mathbb{C}$. Since the vector fields $Y_{j}$ all commute among themselves, we see in particular that $L_{S}$ is a constant coefficient operator, when written in suitable coordinates.

The proof is rather involved. If we assume, however, that $V_{0}$ in Lemma 3.5 is selfconjugate, we can give a short argument for $S_{r}$ : If $\overline{V_{0}}=V_{0}$, we can choose a self-conjugate
Lagrangian subspace $K_{1}$ of $W_{1}$ complementary to $K_{0}$, i.e. $W_{1}=K_{1} \oplus K_{0}$. Then $S K_{1} \subset K_{0}$. Moreover, if we put $W_{2}:=W_{0} \oplus V_{i}$, then $W_{2}$ is a self-conjugate symplectic subspace
complementary to $W_{1}$, which is annihilated by $S_{r}$. We decompose $W_{2}$ as the direct sum $W_{2}=H_{1} \oplus H_{0}$ of self-conjugate Lagrangian subspaces, so that

$$
V^{\mathbb{C}}=\left(K_{1} \oplus K_{0}\right) \oplus\left(H_{1} \oplus H_{0}\right) .
$$

In suitable blocks of symplectic coordinates adapted to this decomposition, we then can represent $S_{r}$ and $J$ by block matrices of the form

$$
S_{r}=\left(\begin{array}{cc|cc}
0 & 0 & 0 & 0 \\
B & 0 & 0 & 0 \\
\hline 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right), \quad J=\left(\begin{array}{cc|cc}
0 & I & 0 & 0 \\
-I & 0 & 0 & 0 \\
\hline 0 & 0 & 0 & I \\
0 & 0 & -I & 0
\end{array}\right),
$$

hence $Q_{S_{r}}$ by the symmetric matrix $A_{r}:=S_{r} J=\left(\begin{array}{cc|cc}0 & 0 & 0 & 0 \\ 0 & B & 0 & 0 \\ \hline 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0\end{array}\right)$.
This shows that $L_{S_{r}}$ assumes the following form in these coordinates:

$$
\begin{equation*}
L_{S_{r}}=\sum_{j, k=1}^{m} b_{j k} Y_{j} Y_{k} \tag{3.5}
\end{equation*}
$$

with $b_{j k} \in \mathbb{C}$.

## 4 Non-solvability.

In this section we sketch how to prove the negative part of Theorem 2.2.
We shall make use of the Schrödinger representations of the Heisenberg group in the following form: let $\left\{X_{j}, Y_{j}\right\}_{j=1, \ldots, d}$ be a real symplectic basis of $V$, and denote by the same letters also the corresponding elements of the Lie algebra $\mathfrak{h}_{V}$, regarded as left-invariant vector fields on $\mathbb{H}_{V}$.

Given $\mu \in \mathbb{R}^{\times}:=\mathbb{R} \backslash\{0\}$, we denote by $\pi_{\mu}$ the irreducible unitary representation of $\mathbb{H}_{V}$ on $L^{2}\left(\mathbb{R}^{d}\right)$ such that

$$
d \pi_{\mu}\left(X_{j}\right)=\frac{\partial}{\partial \xi_{j}}, \quad d \pi_{\mu}\left(Y_{j}\right)=2 \pi i \mu \xi_{j}, \quad j=1, \ldots, d
$$

Notice that then

$$
d \pi_{\mu}(U)=2 \pi i \mu
$$

Different choices of the symplectic basis produce equivalent representations for the same value of $\mu$. If $f \in L^{1}\left(\mathbb{H}_{V}\right)$, we shall define

$$
\hat{f}\left(\pi_{\mu}\right):=\pi_{\mu}(\check{f})=\int_{\mathbb{H}_{V}} f(g) \pi_{\mu}(g)^{*} d g
$$

and correspondingly also $\hat{P}\left(\pi_{\mu}\right):=\widehat{P \delta_{0}}\left(\pi_{\mu}\right)$ for any left-invariant differential operator $P \in \mathfrak{U}\left(\mathfrak{h}_{V}\right)$ (compare Appendix 8.) Notice that then

$$
\widehat{X}_{j}\left(\pi_{\mu}\right)=-\frac{\partial}{\partial \xi_{j}}, \quad \widehat{Y}_{j}\left(\pi_{\mu}\right)=-2 \pi i \mu \xi_{j}, \quad j=1, \ldots, d
$$

and $\widehat{U}\left(\pi_{\mu}\right)=-2 \pi i \mu$.
We shall make use of the following representation-theoretic condition for local solvability, due to Corwin and Rothschild:

Theorem 4.1 If $L$ is a homogeneous left-invariant differential operator on $\mathbb{H}_{d}$, and if ${ }^{{ }^{t}} L\left(\pi_{\mu_{0}}\right)$ annihilates some non-trivial Schwartz function for some $\mu_{0} \neq 0$, then $L$ is not locally solvable.

An analogue of this theorem holds indeed true on arbitrary homogeneous Lie groups (see [3]). A wide extension based on a simplified proof has been given in [31]. For a direct proof in case of the Heisenberg group, see Appendix 8 ( and also my ICMS-Lecture notes [25] for more details and further information).

Theorem 4.2 Assume that $\operatorname{Re} A>0$, and let $\lambda_{1}, \ldots, \lambda_{d}$ be the eigenvalues of $S$ contained in i $\Omega$. If $\alpha= \pm i \sum_{j=1}^{d}\left(2 k_{j}+1\right) \lambda_{j}$, with $k_{j} \in \mathbb{N}$, then $\mathcal{L}_{A, \alpha}$ is not locally solvable.

Proof in an important special case. Let us assume for simplicity that $A>0$. Then, by Lemma 3.4 (more precisely (3.4)), one can find a suitable symplectic automorphism of $\mathbb{H}_{d}$ such that, in the new coordinates given by this automorphism, $L:=\mathcal{L}_{A, \alpha}$ takes on the form

$$
\begin{equation*}
L=\sum_{j=1}^{d} \rho_{j}\left(X_{j}^{2}+Y_{j}^{2}\right)+i \alpha U \tag{4.1}
\end{equation*}
$$

with $\rho_{1}, \ldots, \rho_{d}>0$. One easily computes that the eigenvalues of the associated Hamilton map $S=-A J$ contained in $i \Omega$ are then given by

$$
\lambda_{j}=i \rho_{j} .
$$

For the image of ${ }^{t} L$ under the Schrödinger representation $\pi_{ \pm 1}$ we then obtain

$$
\widehat{t}_{L}\left(\pi_{\left( \pm \frac{1}{2 \pi}\right)}\right)=\sum_{j=1}^{d} \rho_{j}\left(\partial_{\xi_{j}}^{2}-\xi_{j}^{2}\right) \mp \alpha
$$

Now, $\partial_{x}^{2}-x^{2}$ is just the Hermite operator, whose eigenfunctions are of the form

$$
h_{n}(x):=H_{n}(x) e^{-x^{2} / 2}
$$

where $H_{n}$ is a polynomial of degree $n$, namely the n-th order Hermite polynomial

$$
H_{n}(x)=(-1)^{n} e^{x^{2}} \frac{d^{n}}{d x^{n}} e^{-x^{2}}, \quad n=0,1,2, \ldots
$$

The associated eigenvalue is given by

$$
\left(\partial_{x}^{2}-x^{2}\right) h_{n}=-(2 n+1) h_{n} .
$$

Consequently, if we put $h_{k}(\xi):=h_{k_{1}}\left(\xi_{1}\right) \cdots h_{k_{d}}\left(\xi_{d}\right)$, for $k=\left(k_{1}, \ldots, k_{d}\right) \in \mathbb{N}^{d}$, then $h_{k} \in \mathcal{S}\left(\mathbb{R}^{d}\right)$, and

$$
\begin{equation*}
\widehat{t}^{t}\left(\pi_{\left( \pm \frac{1}{2 \pi}\right)}\right) h_{k}=\left(-\sum_{j=1}^{d} \rho_{j}\left(2 k_{j}+1\right) \mp \alpha\right) h_{k}=0 \tag{4.2}
\end{equation*}
$$

if $\alpha= \pm i \sum_{j=1}^{d}\left(2 k_{j}+1\right) \lambda_{j}$. This proves the claim.
The proof in the general case where $\operatorname{Re} A>0$, as well as that of Theorem 2.3, is based on similar ideas (and the general case of Lemma 3.4), but more involved.
Q.E.D.

## 5 Twisted convolution and Gaussians generated by the operators $\tilde{L}_{S}^{\mu}$.

Assume that $S \in \mathfrak{s p}(d, \mathbb{C})$ is such that $\operatorname{Re} Q_{S} \geq 0$. It is our main goal in this section to determine the semigroup generated by the operator $|U|^{-1} L_{S}$. Our results are directly related to those in [8] by means of the Weyl transform. Instead of transferring the result from [8], Theorem 4.3, by means of the inverse Weyl transform, we prefer, however, to give a direct argument.

We shall work in the setting of an arbitrary real symplectic vector space $(V, \sigma)$ of dimension $2 d$. Given two suitable functions $\varphi$ and $\psi$ on $V$ and $\mu \in \mathbb{R}^{\times}:=\mathbb{R} \backslash\{0\}$, we define the $\mu$-twisted convolution of $\varphi$ and $\psi$ as

$$
\varphi \times_{\mu} \psi(v):=\int_{V} \varphi\left(v-v^{\prime}\right) \psi\left(v^{\prime}\right) e^{-\pi i \mu \sigma\left(v, v^{\prime}\right)} d v^{\prime}
$$

where $d v^{\prime}$ stands for the volume form $\sigma^{\wedge(d)}$.
If $f$ is a suitable function on $\mathbb{H}_{V}$, we denote by

$$
f^{\mu}(v):=\int_{-\infty}^{\infty} f(v, u) e^{-2 \pi i \mu u} d u
$$

the partial Fourier transform of $f$ in the central variable $u$ at $\mu \in \mathbb{R}$.
For $\mu \neq 0$, we have

$$
\begin{equation*}
(f \star g)^{\mu}(v)=f^{\mu} \times_{\mu} g^{\mu}(v) . \tag{5.1}
\end{equation*}
$$

Moreover, if $L$ is any left-invariant differential operator on $\mathbb{H}_{V}$, then there exists a differential operator $\tilde{L}^{\mu}$ on $V$ such that

$$
\begin{equation*}
(L f)^{\mu}=\tilde{L}^{\mu} f^{\mu} \tag{5.2}
\end{equation*}
$$

Explicitly, if $(x, y) \in \mathbb{R}^{d} \times \mathbb{R}^{d}$ are coordinates on $V$ associated with a symplectic basis $\left\{X_{j}, Y_{j}\right\}$, then

$$
\begin{align*}
\tilde{X}_{j}^{\mu} \varphi & =\left(\partial_{x_{j}}-\pi i \mu y_{j}\right) \varphi=\varphi \times_{\mu}\left(\partial_{x_{j}} \delta_{0}\right) \\
\tilde{Y}_{j}^{\mu} \varphi & =\left(\partial_{y_{j}}+\pi i \mu x_{j}\right) \varphi=\varphi \times_{\mu}\left(\partial_{y_{j}} \delta_{0}\right)  \tag{5.3}\\
\tilde{U}^{\mu} \varphi & =2 \pi i \mu \varphi,
\end{align*}
$$

and consequently, if $Q^{*}=Q_{S}$,

$$
\begin{equation*}
\tilde{L}_{S}^{\mu}=\tilde{\mathcal{L}}_{A}^{\mu}=\sum_{j, k} a_{j k} \tilde{V}_{j}^{\mu} \tilde{V}_{k}^{\mu}=f^{\mu} \times_{\mu}\left(Q^{*}(\partial) \delta_{0}\right) \tag{5.4}
\end{equation*}
$$

is obtained from $\mathcal{L}_{A}$ by replacing each $V_{j}$ in (1.8) by $\tilde{V}_{j}^{\mu}$. On $V$, we define the (adapted) Fourier transform by

$$
\hat{f}(w):=\int_{V} f(v) e^{-2 \pi i \sigma(w, v)} d v, \quad w \in V .
$$

Observe that then $\hat{\hat{f}}=f$ and $\int f g=\int \hat{f} \hat{g}$, for suitable functions $f$ and $g$ on $V$.
Consider an arbitrary quadratic form $Q$ on $V^{\mathbb{C}}$, with associated Hamilton map $S \in$ $\mathfrak{s p}\left(V^{\mathbb{C}}, \sigma\right)$. Once we have fixed a symplectic basis $\left\{X_{j}, Y_{j}\right\}$ of $V$, we may identify $S$ with a $2 d \times 2 d$-matrix. If $\pm \lambda_{1}, \ldots, \pm \lambda_{m}$ are the non-zero eigenvalues of $S$, then $\operatorname{det}(\cos S)=$ $\prod_{j=1}^{m} \cos ^{2} \lambda_{j}$, so that the square root

$$
\begin{equation*}
\sqrt{\operatorname{det}(\cos S)}:=\prod_{j=1}^{m} \cos \lambda_{j} \tag{5.5}
\end{equation*}
$$

is well-defined. Observe that this expression is invariant under all permutations of the roots of the characteristic polynomial $\operatorname{det}(S-\lambda I)$, hence an entire function of the elementary symmetric functions, which are polynomials in (the coefficients of) $S$.

Thus, as already observed in [8], $\sqrt{\operatorname{det}(\cos S)}$, given by (5.5), is a well-defined analytic function of $S \in \mathfrak{s p}\left(V^{\mathbb{C}}, \sigma\right)$.

We shall always consider $T_{S}:=\tilde{L}_{S}^{\mu}$ as the maximal operator defined by the differential operator (5.4) on $L^{2}(V)$; its domain $\operatorname{dom}\left(T_{S}\right)$ consists of all functions $f \in L^{2}(V)$ such that $\tilde{L}_{S}^{\mu} f$, defined in the distributional sense, is in $L^{2}(V)$. One can show that $\tilde{L}_{S}^{\mu}$ is a closed operator, which is the closure of its restriction to $\mathcal{S}(V)$.

Moreover, its adjoint operator is obviously given by $\left(\tilde{L}_{S}^{\mu}\right)^{*}=\tilde{L}_{\bar{S}}^{\mu}$.
Lemma 5.1 Assume that $\operatorname{Re} Q_{S} \geq 0$. Then the operator $\tilde{\mathcal{L}}_{A}^{\mu}=\tilde{L}_{S}^{\mu}$ and its adjoint are dissipative, so that it generates, by the Phillips-Lumer theorem, a contraction semigroup $\left\{\exp \left(t \tilde{L}_{S}^{\mu}\right)\right\}_{t \geq 0}$ on $L^{2}(V)$.

Proof. Clearly, for $f \in \mathcal{S}(V)$, we have

$$
\begin{aligned}
\operatorname{Re}\left(\tilde{\mathcal{L}}_{A}^{\mu} f, f\right) & =-\operatorname{Re} \sum_{j, k} a_{j k}\left(\tilde{V}_{j}^{\mu} f, \tilde{V}_{k}^{\mu} f\right) \\
& =-\operatorname{Re} \int_{V} a_{j k} g_{j}(v) \overline{g_{k}(v)} d v \\
& =-\int_{V} \operatorname{Re} Q_{S}\left(g_{j}(v), \overline{g_{k}(v)}\right) d v \leq 0
\end{aligned}
$$

if we set $g_{j}:=\tilde{V}_{j}^{\mu} f$. This inequality remains true for arbitrary $f \in \operatorname{dom}\left(\tilde{L}_{A}^{\mu}\right)$, since $\mathcal{S}(V)$ is a core for $\tilde{L}_{S}^{\mu}$, hence $\tilde{L}_{S}^{\mu}$ is dissipative, and the same is true of the adjoint operator $\tilde{L}_{\bar{S}}^{\mu}$, since $\operatorname{Re} Q_{S}=\operatorname{Re} Q_{\bar{S}}$.

> Q.E.D.

For the case where $\operatorname{Re} Q_{S}>0$, an explicit formula for the semigroup $\exp \left(\frac{t}{|\mu|} \tilde{L}_{S}^{\mu}\right)$ has been given in [21], Theorem 5.2 (for the correct determination of the square roots of the determinants arizing in the subsequent formulas, see [21]).

Theorem 5.2 If $\operatorname{Re} Q_{S}>0$, then for $f \in L^{2}(V)$

$$
\begin{equation*}
\exp \left(\frac{t}{|\mu|} \tilde{L}_{S}^{\mu}\right) f=f \times_{\mu} \Gamma_{t, S}^{\mu}, \quad t \geq 0 \tag{5.6}
\end{equation*}
$$

where, for $t>0, \Gamma_{t, S}^{\mu}$ is a Schwartz function given by

$$
\begin{equation*}
\Gamma_{t, S}^{\mu}(v)=\frac{|\mu|^{d}}{(\operatorname{det}(2 \sin 2 \pi t S))^{\frac{1}{2}}} e^{\frac{\pi}{2}|\mu| \sigma(v,(\cot 2 \pi t S) v)} \tag{5.7}
\end{equation*}
$$

Moreover, the Fourier transform of $\Gamma_{t, S}^{\mu}$ is given by

$$
\begin{equation*}
\widehat{\Gamma_{t, S}^{\mu}}(w)=\frac{1}{\sqrt{\operatorname{det}(\cos 2 \pi t S)}} e^{-\frac{2 \pi}{|\mu|} \sigma(w, \tan (2 \pi t S) w)} \tag{5.8}
\end{equation*}
$$

We say that $S \in \mathfrak{s p}_{+}\left(V^{\mathbb{C}}, \sigma\right)$ if $Q_{S}$ has positive definite real part. To every $S \in$ $\mathfrak{s p}_{+}\left(V^{\mathbb{C}}, \sigma\right)$ we associate the Gaussian function $e^{-\pi Q_{S}} \in \mathcal{S}(V)$. Observe that Theorem 5.2 gives an explicit expression for the one-parameter semigroups contained in Howe's oscillator semigroup [11] (which, by definition, is just the semigroup of all Gaussians $e^{-\pi Q}$ with $\operatorname{Re} Q>0$ and twisted convolution as product).

The proof is based on the following lemma on the twisted convolution of Gaussian functions which can easily be verified by direct computations (compare also formulas (8.1) - (8.3) in [11]). Notice the formal resemblance of these formulas with the addition theorem

$$
\cot (\alpha+\beta)+i=\frac{(\cot \alpha+i)(\cot \beta+i)}{\cot \alpha+\cot \beta}
$$

for the cotangent (if $\mu=2$ ), which strongly suggest the exponent of the exponential factor in (5.7).

Lemma 5.3 Let $S_{1}, S_{2} \in \mathfrak{s p}_{+}\left(V^{\mathbb{C}}, \sigma\right)$. Then

$$
\begin{equation*}
e^{-\pi Q_{S_{1}}} \times_{\mu} e^{-\pi Q_{S_{2}}}=\operatorname{det}\left(S_{1}+S_{2}\right)^{-\frac{1}{2}} e^{-\pi Q_{S_{3}}} \tag{5.9}
\end{equation*}
$$

and

$$
\begin{equation*}
S_{3}+\frac{i}{2} \mu=\left(S_{2}+\frac{i}{2} \mu\right)\left(S_{1}+S_{2}\right)^{-1}\left(S_{1}+\frac{i}{2} \mu\right) \tag{5.10}
\end{equation*}
$$

or, equivalently,

$$
\begin{equation*}
S_{3}-\frac{i}{2} \mu=\left(S_{1}-\frac{i}{2} \mu\right)\left(S_{1}+S_{2}\right)^{-1}\left(S_{2}-\frac{i}{2} \mu\right) \tag{5.11}
\end{equation*}
$$

In particular, since the left-hand side of (5.9) is in $\mathcal{S}(V)$, we have $S_{3} \in \mathfrak{s p}_{+}\left(V^{\mathbb{C}}, \sigma\right)$.
Proof of Theorem 5.2. Choosing a symplectic basis of $V$, we may assume that $V=\mathbb{R}^{2 d}$, and then also write $\mathfrak{s p}_{+}(d, \mathbb{C})$ in place of $\mathfrak{s p}_{+}\left(V^{\mathbb{C}}, \sigma\right)$.

Observe that if a symmetric matrix $A$ has positive definite real part, the same is true for $A^{-1}$, and thus the matrix $(J S)^{-1}=-S^{-1} J$ has a positive definite real part. Hence the
same is true for its conjugate $J\left(-S^{-1}\right) J^{t} J=-J S^{-1}$. So $-S^{-1} \in \mathfrak{s p}_{+}(d, \mathbb{C})$. Moreover, as $t \rightarrow 0,-\cot t S=-(t S)^{-1}+O(t)$, so that there exists a $t_{0}>0$ such that

$$
\left.-\cot 2 \pi t S \in \mathfrak{s p}_{+}(d, \mathbb{C}) \quad \forall t \in\right] 0, t_{0}[
$$

Let $Q_{t}$ denote the quadratic form

$$
Q_{t}(v):=-\frac{\pi}{2}|\mu| \sigma(v,(\cot 2 \pi t S) v)=-\frac{\pi}{2}|\mu|^{t} v J(\cot 2 \pi t S) v .
$$

Clearly, $\Gamma_{t, S}^{\mu} \in \mathcal{S}$ if and only if $\operatorname{Re} Q_{t}>0$. We claim that, for every $t, t^{\prime}>0$,

$$
\begin{equation*}
\operatorname{Re} Q_{t}>0 \tag{5.12}
\end{equation*}
$$

and

$$
\begin{equation*}
\Gamma_{t, S}^{\mu} \times{ }_{\mu} \Gamma_{t^{\prime}, S}^{\mu}=\Gamma_{t+t^{\prime}, S}^{\mu} . \tag{5.13}
\end{equation*}
$$

Indeed, it follows from Lemma 5.3 by direct computation that the semigroup property (5.13) holds for every $t, t^{\prime}$ satisfying (5.12), and (5.12) holds at least on the interval $] 0, t_{0}[$.

Thus, if we assume that (5.12) holds on an interval $] 0,2^{m} t_{0}[$, for some $m \in \mathbb{N}$, then, by (5.13), $\Gamma_{t+t^{\prime}, S}^{\mu}$ will be in $\mathcal{S}$ for every $\left.t, t^{\prime} \in\right] 0,2^{m} t_{0}[$, and so (5.12) remains valid on the interval $] 0,2^{m+1} t_{0}[$. Our claim thus follows by induction.

Next, according to [11] (15.1), the operators $f \mapsto f \times_{ \pm 1}(\operatorname{det}(S+i / 2))^{\frac{1}{2}} e^{-\pi \sigma(v, S v)}$ are contractions on $L^{2}(V)$ when $S \in \mathfrak{s p}_{+}(d, \mathbb{C})$. By scaling, the same is true for $f \mapsto$ $f \times_{\mu}|\mu|^{n}(\operatorname{det}(S+i / 2))^{\frac{1}{2}} e^{-\pi|\mu| \sigma(v, S v)}$, with $\mu \neq 0$. Then, in order to see that $T_{t}$ is a contraction, we just have to observe that

$$
-\frac{1}{2} \cot 2 \pi t S+\frac{i}{2}=-e^{-2 \pi i t S}(2 \sin 2 \pi t S)^{-1}
$$

and that $\operatorname{det} e^{-2 \pi i t S}=1$ as $\operatorname{tr} S=0$.
The proof will be completed if we show that, for $f \in \mathcal{S}\left(\mathbb{R}^{2 d}\right)$,

$$
\begin{equation*}
\lim _{t \rightarrow 0}\left\langle\Gamma_{t, S}^{\mu}, f\right\rangle=f(0),\left.\quad \frac{d}{d t}\right|_{t=0}\left\langle\Gamma_{t, S}^{\mu}, f\right\rangle=\frac{1}{|\mu|} Q^{*}(\partial) f(0), \tag{5.14}
\end{equation*}
$$

where $Q^{*}(\xi, \eta)={ }^{\text {t }} \xi A \eta$.
Now, from (5.7), one easily computes that the Fourier transform of $\Gamma_{t, S}^{\mu}$ is given by formula (5.8). In particular, since $\Gamma_{t, S}^{\mu} \in \mathcal{S}$, we see that

$$
\tan t S \in \mathfrak{s p}_{+}(d, \mathbb{C})
$$

for every $t>0$. By dominated convergence, it is now easy to check that, for a test function $g$,

$$
\begin{aligned}
\left.\lim _{t \rightarrow 0} \widehat{\Gamma_{t, S}^{\mu}}, g\right\rangle & =\int g(\xi) d \xi=\hat{g}(0), \\
\left.\frac{d}{d t}\right|_{t=0}\left\langle\widehat{\Gamma_{t, S}^{\mu}}, g\right\rangle & =\frac{1}{|\mu|} \int^{t}(2 \pi i \xi) J S(2 \pi i \xi) g(\xi) d \xi=\frac{1}{|\mu|} Q^{*}(\partial) \hat{g}(0) .
\end{aligned}
$$

This gives (5.14).
Q.E.D.

This result can be extended to the semi-definite case by means of a continuity argument, since $\mathfrak{s p}_{+}\left(V^{\mathbb{C}}, \sigma\right)$ is dense in the cone $\overline{\mathfrak{s p}}_{+}\left(V^{\mathbb{C}}, \sigma\right)$ of all elements $S \in \mathfrak{s p}\left(V^{\mathbb{C}}, \sigma\right)$ such that $\operatorname{Re} Q_{S} \geq 0$ (see [19]). We remark that in the limiting case where $\operatorname{Re} Q_{S}=0$, one finds the one-parameter (semi)-groups of the metaplectic representation of $\mathfrak{s p}(V, \sigma)$ (compare [11]).

Theorem 5.4 The mapping $S \mapsto \exp \left(\tilde{L}_{S}^{\mu}\right) f$ is continuous from $\overline{\mathfrak{s p}}_{+}\left(V^{\mathbb{C}}, \sigma\right)$ to $L^{2}(V)$ (respectively to $\mathcal{S}(V)$ ), if $f \in L^{2}(V)$ (respectively if $f \in \mathcal{S}(V)$ ), and, for $S \in \overline{\mathfrak{s p}}_{+}\left(V^{\mathbb{C}}, \sigma\right)$ the mapping $t \mapsto \exp \left(t \tilde{L}_{S}^{\mu}\right) f$ is smooth from $\mathbb{R}_{+}$to $\mathcal{S}(V)$, for every $f \in \mathcal{S}(V)$. Moreover, for $t \geq 0$, the operator $\exp \left(\frac{t}{|\mu|} \tilde{L}_{S}^{\mu}\right)$ is given by (5.6), where $\Gamma_{t, S}^{\mu}$ is a tempered distribution depending continuously on $S$, whose Fourier transform is given by (5.8) whenever $\operatorname{det}(\cos (2 \pi t S) \neq 0$.

Observe that Theorem 5.4 implies that

$$
\begin{equation*}
\operatorname{Re} \sigma(w, \tan (2 \pi t S) w) \geq 0 \quad \forall w \in V, t \geq 0 \tag{5.15}
\end{equation*}
$$

whenever $\operatorname{det}(\cos 2 \pi t S) \neq 0$.
For arbitrary $S \in \mathfrak{s p}\left(V^{\mathbb{C}}, \sigma\right)$, and complex $t \in \mathbb{C}, w \in V^{\mathbb{C}}$, let us define $\widehat{\Gamma_{t, S}^{\mu}}(w)$ by formula (5.8), whenever $\operatorname{det}(\cos 2 \pi t S) \neq 0$. Observe that $\widehat{\Gamma_{t, S}^{\mu}}$ may not be tempered, if $S \notin \mathfrak{s p}_{+}\left(V^{\mathbb{C}}, \sigma\right)$ or $t \notin \mathbb{R}_{+}$.

For $S \in \mathfrak{s p}\left(V^{\mathbb{C}}, \sigma\right)$, consider again the decomposition $S=S_{r}+S_{i}$ given by (3.3). Notice, however, that in general we do not have that $S_{i} \in \mathfrak{s p}_{+}\left(V^{\mathbb{C}}, \sigma\right)$, even if $S \in \mathfrak{s p}_{+}\left(V^{\mathbb{C}}, \sigma\right)$. Nevertheless, since $S_{i}$ and $S_{r}$ act on different blocks of complex coordinates, one can prove

Proposition 5.5 Assume that $\operatorname{det} \cos (2 \pi t S) \neq 0$. Then

$$
\begin{equation*}
\widehat{\Gamma_{t, S}^{\mu}}(w)=\widehat{\Gamma_{t, S_{r}}^{\mu}}(w) \widehat{\Gamma_{t, S_{i}}^{\mu}}(w), \tag{5.16}
\end{equation*}
$$

and

$$
\begin{equation*}
\hat{L}_{S_{r}}^{\mu} \widehat{\Gamma_{t, S}^{\mu}}(w)=\left(\hat{L}_{S_{r}}^{\mu} \widehat{\Gamma_{t, S_{r}}^{\mu}}\right)(w) \widehat{\Gamma_{t, S_{i}}^{\mu}}(w)=|\mu|\left(\partial_{t} \widehat{\Gamma_{t, S_{r}}^{\mu}}\right)(w) \widehat{\Gamma_{t, S_{i}}^{\mu}}(w), \tag{5.17}
\end{equation*}
$$

if $t \in \mathbb{C}, w \in V^{\mathbb{C}}$, where $\hat{L}_{S_{r}}^{\mu}$ is defined by $\hat{L}_{S_{r}}^{\mu} \hat{f}=\widehat{L_{S_{r}}^{\mu} f}$.

## 6 Solvability for $\operatorname{Re} A>0$.

Let $\mathcal{L}_{A, \alpha}=\mathcal{L}_{A}+i \alpha U$ be as in (1.9), and let $S=-A J$. Our starting point is the formal identity (compare (2.14))

$$
\begin{aligned}
\left(\mathcal{L}_{A}+i \alpha U\right)^{-1} \delta_{0} & =\int_{-\infty}^{+\infty}\left(\tilde{\mathcal{L}}_{A}^{\mu}-2 \pi \alpha \mu\right)^{-1} \delta_{0} e^{2 \pi i u \mu} d \mu \\
& =-\int_{-\infty}^{+\infty} \int_{0}^{\infty} e^{t\left(\tilde{\mathcal{L}}_{A}^{\mu}-2 \pi \alpha \mu\right)} \delta_{0} e^{2 \pi i u \mu} d t d \mu \\
& =-\int_{-\infty}^{+\infty} \int_{0}^{\infty} e^{\frac{t}{|\mu|} \tilde{\mathcal{L}}_{A}^{\mu}-2 \pi \alpha t \operatorname{sgn} \mu} \delta_{0} e^{2 \pi i u \mu} d t \frac{d \mu}{|\mu|},
\end{aligned}
$$

where we must remember that, according to Theorem $5.2, e^{\frac{t}{\mu \mu} \tilde{\mathcal{L}}_{A}^{\mu}}$ is the $\mu$-twisted convolution operator with kernel $\Gamma_{t, S}^{\mu}$, so that $e^{\frac{t}{\mu \mid} \tilde{\mathcal{L}}_{A}^{\mu}} \delta_{0}=\Gamma_{t, S}^{\mu}$.

Let $\lambda_{1}, \cdots, \lambda_{d}$ be the eigenvalues of $S$ in $i \Omega$ (i.e., with positive imaginary parts). For $1 \leq j \leq d$, we set $\nu_{j}:=\operatorname{Im} \lambda_{j}>0$, and $\nu:=\sum_{j} \nu_{j}$.

Theorem 6.1 Let $\operatorname{Re} A>0$. For very $f \in \mathcal{S}\left(\mathbb{H}_{V}\right)$, the integral

$$
\begin{equation*}
\left\langle K_{\alpha}, f\right\rangle:=-\int_{-\infty}^{+\infty} \frac{1}{|\mu|} d \mu \int_{0}^{\infty} d t e^{-2 \pi \alpha t \operatorname{sgn} \mu} \int_{V} \Gamma_{t, S}^{\mu}(v) f^{-\mu}(v) d v \tag{6.1}
\end{equation*}
$$

converges absolutely for $|\operatorname{Re} \alpha|<\nu$ and it extends analytically to a meromorphic function of $\alpha$ in the complex plane with poles at the points

$$
\alpha \in \mathcal{E}=\left\{ \pm i \sum_{j=1}^{d}\left(2 k_{j}+1\right) \lambda_{j}: k_{j} \in \mathbb{N}\right\} .
$$

Also, $K_{\alpha}$ is a tempered fundamental solution of $\mathcal{L}_{A, \alpha}$ for $\alpha \notin \mathcal{E}$.
From this we immediately derive the following conclusion.
Corollary $6.2 \mathcal{L}_{A, \alpha}$ is locally solvable for $\alpha \notin \mathcal{E}$.
The proof of Theorem 6.1 will be preceded by a lemma, which we emphasize for future reference.

Lemma 6.3 There are quadratic forms $Q_{j k}$ on $V$ such that

$$
\sigma(v,(\cot t S) v)=\sum_{j=1}^{d} \sum_{k=0}^{m} t^{k} \cot ^{(k)}\left(\lambda_{j} t\right) Q_{j k}(v),
$$

where $\cot ^{(k)}$ denotes the $k$-th derivative of the cotangent function and $m+1$ is the dimension of the largest Jordan block of $S$. Moreover $\lim _{t \rightarrow \infty} \cot t S$ exists and its real part is an invertible operator.

Proof. If $\lambda$ is an eigenvalue of $S$, let $V_{\lambda}$ be its generalized eigenspace in $V^{\mathbb{C}}$. Then $S=\lambda I+N_{\lambda}$ on $V_{\lambda}$, with $N_{\lambda}^{m+1}=0$. Denoting by $\gamma$ a small circle around $\lambda$, we have

$$
\begin{aligned}
\left.(\cot t S)\right|_{V_{\lambda}} & =\frac{1}{2 \pi i} \int_{\gamma}(\zeta I-S)^{-1} \cot t \zeta d \zeta \\
& =\frac{1}{2 \pi i} \int_{\gamma}\left((\zeta-\lambda) I-N_{\lambda}\right)^{-1} \cot t \zeta d \zeta \\
& =\frac{1}{2 \pi i} \int_{\gamma} \sum_{k=0}^{m}(\zeta-\lambda)^{-k-1} N_{\lambda}^{k} \cot t \zeta d \zeta \\
& =\left.\sum_{k=0}^{m} \frac{1}{k!} \frac{d^{k}}{d \zeta^{k}}\right|_{\zeta=\lambda}(\cot t \zeta) N_{\lambda}^{k} \\
& =\sum_{k=0}^{m} \frac{1}{k!} t^{k} \cot ^{(k)}(\lambda t) N_{\lambda}^{k} .
\end{aligned}
$$

Therefore, extending to all of $V^{\mathbb{C}}$ and summing over the various eigenvalues $\pm \lambda_{j}$,

$$
\cot t S=\sum_{j=1}^{d} \sum_{k=0}^{m} \frac{1}{k!} t^{k} \cot ^{(k)}\left(\lambda_{j} t\right) M_{j k},
$$

for appropriate operators $M_{j k}$. This gives the first part of the statement. Observe now that

$$
\begin{equation*}
\cot \lambda t=-i-2 i \sum_{m=0}^{\infty} e^{2 i m \lambda t} \tag{6.2}
\end{equation*}
$$

if $\operatorname{Im} \lambda>0$ and

$$
\cot \lambda t=i+2 i \sum_{m=0}^{\infty} e^{-2 i m \lambda t}
$$

if $\operatorname{Im} \lambda<0$, where the series are uniformly convergent for $t \geq 1$ together with all their derivatives. Therefore $\lim _{t \rightarrow \infty} t^{k} \cot ^{(k)}\left(\lambda_{j} t\right)=0$ if $k \geq 1$, and

$$
\left.\lim _{t \rightarrow \infty}(\cot t S)\right|_{V^{ \pm}}=\mp i I,
$$

where $V^{ \pm}$are as in Lemma 3.4.
Call $T=\lim _{t \rightarrow \infty} \cot t S$. Given $v \in V$, decompose it as $v=v^{+}+v^{-}$, with $v^{ \pm} \in V^{ \pm}$. Then $\operatorname{Im} v^{-}=-\operatorname{Im} v^{+}$, and $T v=-i v^{+}+i v^{-}$, so that $\operatorname{Re} T v=2 \operatorname{Im} v^{+}$. If $\operatorname{Re} T v=0$, then $\operatorname{Im} v^{+}=\operatorname{Im} v^{-}=0$. By Lemma 3.4, $v^{ \pm}=0$, hence $v=0$.
Q.E.D.

Proof of Theorem 6.1. In (6.1) we change $2 \pi t$ into $t$, so that it becomes, apart from a constant factor,

$$
\begin{equation*}
\int_{-\infty}^{+\infty}|\mu|^{d-1} d \mu \int_{0}^{+\infty} d t \frac{e^{-\alpha t \operatorname{sgn} \mu}}{(\operatorname{det}(\sin t S))^{\frac{1}{2}}} \int_{V} e^{\frac{\pi}{2}|\mu| \sigma(v,(\cot t S) v)} f^{-\mu}(v) d v \tag{6.3}
\end{equation*}
$$

We split the integral (6.3) into the sum of three terms, according to the following limitations in the integrals in $d \mu$ and in $d t$ :

$$
\begin{equation*}
\int_{-\infty}^{+\infty} d \mu \int_{0}^{1} d t, \quad \int_{0}^{+\infty} d \mu \int_{1}^{+\infty} d t, \quad \int_{-\infty}^{0} d \mu \int_{1}^{+\infty} d t \tag{6.4}
\end{equation*}
$$

The first integral in (6.4) is absolutely convergent for every $\alpha$. In order to see this, observe that, applying Hölder's inequality and making use of well-known formulas for the integral of a Gaussian, we have

$$
\begin{equation*}
\left|\int_{V} e^{\frac{\pi}{2}|\mu| \sigma(v,(\cot t S) v)} f^{-\mu}(v) d v\right| \leq C_{\delta, N}(1+|\mu|)^{-N}|\mu|^{-\delta d}(\operatorname{det}(-\operatorname{Re}(\cot t S)))^{-\frac{\delta}{2}}, \tag{6.5}
\end{equation*}
$$

for every $\delta \leq 1$ and every $N$.
For $t$ small, $\cot t S \sim(t S)^{-1}$, so that $\operatorname{det}(-\operatorname{Re}(\cot t S)) \sim t^{-2 d}$; similarly, $|\operatorname{det}(\sin t S)|^{\frac{1}{2}} \sim$ $t^{d}$. Matters are so reduced to discussing the convergence of

$$
\int_{-\infty}^{+\infty} \frac{|\mu|^{(1-\delta) d-1}}{(1+|\mu|)^{N}} d \mu \int_{0}^{1} \frac{e^{|\operatorname{Re} \alpha| t}}{t^{(1-\delta) d}} d t
$$

for some $\delta$; for every $\alpha$ it suffices to take $0<1-\delta<1 / d$. It is also clear that the first integral in (6.4) is analytic in $\alpha$ on the whole plane.

We pass now to the second integral in (6.4). We apply again (6.5), observing that $\operatorname{det}(-\operatorname{Re}(\cot t S)) \sim 1$ by Lemma 6.3 and that $|\operatorname{det}(\sin t S)|^{\frac{1}{2}} \sim e^{\nu t}$. By (6.5), we are so led to discuss

$$
\int_{0}^{+\infty} \frac{\mu^{(1-\delta) d-1}}{(1+\mu)^{N}} d \mu \int_{1}^{+\infty} e^{-(\operatorname{Re} \alpha+\nu) t} d t
$$

which converges for $\operatorname{Re} \alpha>-\nu$, provided $\delta>0$. As before, the second integral in (6.4) depends analytically on $\alpha$ for $\operatorname{Re} \alpha>-\nu$.

If we set

$$
\varphi(t):=\frac{e^{-\alpha t}}{(\operatorname{det}(\sin t S))^{\frac{1}{2}}}=\frac{i^{d} e^{-\alpha t}}{\prod_{j=1}^{d} \sin \lambda_{j} t},
$$

we must discuss the analytic continuation of

$$
\begin{equation*}
\int_{0}^{+\infty} d t \mu^{n-1} d \mu \int_{1}^{\infty} \varphi(t) \int_{V} e^{\frac{\pi}{2} \mu \sigma(v,(\cot t S) v)} f^{-\mu}(v) d v \tag{6.6}
\end{equation*}
$$

Writing

$$
\frac{1}{\sin \lambda_{j} t}=\frac{-2 i e^{i \lambda_{j} t}}{1-e^{2 i \lambda_{j} t}}=-2 i \sum_{m=0}^{\infty} e^{(2 m+1) i \lambda_{j} t}
$$

it follows that

$$
\begin{equation*}
\varphi(t)=2^{d} e^{-\alpha t} \sum_{m \in \mathbb{N}^{d}} e^{i t \sum_{j}\left(2 m_{j}+1\right) \lambda_{j}} \tag{6.7}
\end{equation*}
$$

where the sum is absolutely convergent for $t \geq 1$.
We fix $r>\nu$, and we truncate the sum to those $m$ for which $\sum_{j}\left(2 m_{j}+1\right) \nu_{j}<r$, so that

$$
\varphi(t)=2^{d} e^{-\alpha t} \sum_{\sum_{j}\left(2 m_{j}+1\right) \nu_{j}<r} e^{i t \sum_{j}\left(2 m_{j}+1\right) \lambda_{j}}+O\left(e^{-(\operatorname{Re} \alpha+r) t}\right)
$$

Accordingly, we split (6.6) into the sum of a finite number of integrals. Repeating the argument given above, the integral containing the remainder term is absolutely convergent for $\operatorname{Re} \alpha>-r$ and it depends analytically on $\alpha$ in this region.

We then discuss the other terms, each of them having the form

$$
\begin{equation*}
\int_{0}^{+\infty} \mu^{d-1} d \mu \int_{1}^{\infty} d t e^{-(\alpha+\beta) t} \int_{V} e^{\frac{\pi}{2} \mu \sigma(v,(\cot t S) v)} f^{-\mu}(v) d v \tag{6.8}
\end{equation*}
$$

with $\beta=-i \sum_{j}\left(2 m_{j}+1\right) \lambda_{j}$ and $\operatorname{Re} \beta=\sum_{j}\left(2 m_{j}+1\right) \nu_{j}<r$. We set

$$
Q_{t}(v):=-\sigma(v,(\cot t S) v) .
$$

When $\operatorname{Re} \alpha>-\operatorname{Re} \beta$, the integral (6.8) converges absolutely, so we can integrate by parts in $t$ first, to obtain two terms:

$$
\begin{equation*}
\frac{\pi}{2}(\alpha+\beta)^{-1} \int_{0}^{+\infty} \mu^{d} d \mu \int_{1}^{\infty} d t e^{-(\alpha+\beta) t} \int_{V} e^{-\frac{\pi}{2} \mu Q_{t}(v)} \frac{d Q_{t}}{d t}(v) f^{-\mu}(v) d v \tag{6.9}
\end{equation*}
$$

and the boundary term

$$
\begin{equation*}
(\alpha+\beta)^{-1} e^{-\alpha-\beta} \int_{0}^{+\infty} \mu^{d-1} d \mu \int_{V} e^{-\frac{\pi}{2} \mu Q_{1}(w)} f^{-\mu}(v) d v \tag{6.10}
\end{equation*}
$$

By (6.5), the boundary term (6.10) extends analytically to all values of $\alpha \neq-\beta$.
By Lemma 6.3, we have

$$
\frac{d Q_{t}}{d t}(v)=\sum_{j=1}^{d} \sum_{k=0}^{m} t^{k} \cot ^{(k+1)}\left(\lambda_{j} t\right) Q_{j k}(v)
$$

for some other quadratic forms $Q_{j k}(v)$.
Then (6.9) decomposes as a finite sum of terms of the form

$$
\begin{align*}
\frac{\pi}{2}(\alpha+\beta)^{-1} \int_{0}^{+\infty} \mu^{d} d \mu & \int_{1}^{\infty} d t t^{k} \cot ^{(k+1)}\left(\lambda_{j} t\right) e^{-(\alpha+\beta) t}  \tag{6.11}\\
& \times \int_{V} e^{-\frac{\pi}{2} \mu Q_{t}(v)} Q_{j k}(v) f^{-\mu}(v) d v
\end{align*}
$$

We can at this point iterate the argument above. We expand $\cot ^{(k+1)}\left(\lambda_{j} t\right)$ on the basis of (6.2) and truncate the sum to the values of $m$ for which $2 m \nu_{j}<r-\operatorname{Re} \beta$. The remainder term gives a contribution to the integral in (6.11) that is absolutely convergent for $\operatorname{Re} \alpha>-r$. From this term we hence obtain an expression that is analytic on the half-plane $\operatorname{Re} \alpha>-r$, except at $\alpha=-\beta$, if this point lies in the half-plane.

The other terms have a form similar to (6.8), precisely

$$
\begin{equation*}
\frac{\pi}{2}(\alpha+\beta)^{-1} \int_{0}^{+\infty} \mu^{d} d \mu \int_{1}^{\infty} d t t^{k} e^{-\left(\alpha+\beta^{\prime}\right) t} \int_{V} e^{-\frac{\pi}{2} \mu Q_{t}(v)} Q_{j k}(v) f^{-\mu}(v) d v \tag{6.12}
\end{equation*}
$$

with $\beta^{\prime}=\beta-2 i m \lambda_{j}$. It is important to observe that, as $m \geq 1, \operatorname{Re} \beta^{\prime}>\operatorname{Re} \beta$.
If $\operatorname{Re} \beta^{\prime} \geq r$, then the integral (6.12) is absolutely convergent and analytic for $\operatorname{Re} \alpha>$ $-r$, except for $\alpha=-\beta$. If, instead, $\operatorname{Re} \beta^{\prime}<r$, we can perform a new integration by parts, choosing $t^{k} e^{-\left(\alpha+\beta^{\prime}\right)}$ as the differential factor. At each step we obtain new exponents $\alpha+\beta^{\prime}, \alpha+\beta^{\prime \prime}$ etc. (together with factors $\left(\alpha+\beta^{\prime}\right)^{-1}$ etc.), where $\beta^{\prime}, \beta^{\prime \prime}$ etc. are all in $\mathcal{E}$, with positive and strictly increasing real parts. As the strip $\operatorname{Re} \alpha>-r$ contains only finitely many of such points $-\beta$, with $\beta \in \mathcal{E}$ and $\operatorname{Re} \beta>0$, after a finite number of steps all the terms will be well-defined for $\operatorname{Re} \alpha>-r$, except for poles at $-\beta^{\prime},-\beta^{\prime \prime}$ etc.

This takes care of the second integral in (6.4). The analysis of the third integral can be reduced to the previous one by replacing $\mu$ with $-\mu$ and $\alpha$ with $-\alpha$.

For $|\operatorname{Re} \alpha|<\nu$ we have

$$
\begin{aligned}
\left\langle K_{\alpha},{ }^{t} \mathcal{L}_{A, \alpha} f\right\rangle & =\left\langle K_{\alpha}, \mathcal{L}_{A,-\alpha} f\right\rangle \\
& =-\int_{-\infty}^{+\infty} \frac{1}{|\mu|} d \mu \int_{0}^{\infty} d t e^{-2 \pi \alpha t \operatorname{sgn} \mu} \int_{V} \Gamma_{t, S}^{\mu}(v)\left(\tilde{L}_{A}^{-\mu}-2 \pi \alpha \mu\right) f^{-\mu}(v) d v \\
& =-\int_{-\infty}^{+\infty} \frac{1}{|\mu|} d \mu \int_{0}^{\infty} d t e^{-2 \pi \alpha t \operatorname{sgn} \mu} \int_{V}\left(\tilde{L}_{A}^{\mu}-2 \pi \alpha \mu\right) \Gamma_{t, S}^{\mu}(v) f^{-\mu}(v) d v \\
& =-\int_{-\infty}^{+\infty} \frac{1}{|\mu|} d \mu \int_{0}^{\infty} d t e^{-2 \pi \alpha t \operatorname{sgn} \mu} \int_{V}\left(|\mu| \partial_{t}-2 \pi \alpha \mu\right) \Gamma_{t, S}^{\mu}(v) f^{-\mu}(v) d v .
\end{aligned}
$$

Using the absolute convergence of the integral, we interchange the order of integration in $d t$ and $d v$ to obtain

$$
\begin{aligned}
& \int_{V} f^{-\mu}(v) d v \int_{0}^{\infty}|\mu| \partial_{t} \Gamma_{t, S}^{\mu}(v) e^{-2 \pi \alpha t \operatorname{sgn} \mu} d t \\
= & -|\mu| f^{-\mu}(0)+2 \pi \alpha \mu \int_{V} f^{-\mu}(v) d v \int_{0}^{\infty} \Gamma_{t, S}^{\mu}(v) e^{-2 \pi \alpha t \operatorname{sgn} \mu} d t
\end{aligned}
$$

Therefore

$$
\begin{equation*}
\left\langle K_{\alpha},{ }^{t} \mathcal{L}_{A, \alpha} f\right\rangle=\int_{-\infty}^{+\infty} d \mu f^{-\mu}(0)=f(0) \tag{6.13}
\end{equation*}
$$

i.e. $\mathcal{L}_{A, \alpha} K_{\alpha}=\delta_{0}$. By analytic continuation, (6.13) remains valid for $\alpha \notin \mathcal{E}$.

We finally remark that all constants arising in the estimates in the proof are majorized by some continuous norm on $\mathcal{S}\left(\mathbb{H}_{V}\right)$, which shows that $K_{\alpha} \in \mathcal{S}^{\prime}\left(\mathbb{H}_{V}\right)$.
Q.E.D.

## 7 Local solvability when $\operatorname{Re} A$ is semi-definite.

Assume that $A$ satisfies the cone condition, and that $\operatorname{Re} A$ is positive semi-definite and degenerate. Based on the factorization formula

$$
\begin{equation*}
\widehat{\Gamma_{t, S}^{\mu}}(w)=\widehat{\Gamma_{t, S_{r}}^{\mu}}(w) \widehat{\Gamma_{t, S_{i}}^{\mu}}(w) \tag{7.1}
\end{equation*}
$$

in Proposition 5.5, we can then still apply a similar integration by parts method to the factor $\widehat{\Gamma_{t, S_{i}}^{\mu}}$ in place of $\widehat{\Gamma_{t, S}^{\mu}}$. In this way, we can then reduce the problem of local solvability of $\mathcal{L}_{A, \alpha}$ for $\alpha$ outside the exceptional set $\mathcal{E}$ in Theorem 2.3 to the problem of local solvability of the operators $L_{S_{r}, \beta}$ (for particular values of $\beta$.) And, we had seen in Lemma 3.6 (see also (3.5)) that the operators $L_{S_{r}, \beta}$ turn out to be constant coefficient operators, when written in suitable coordinates, so that all of them are indeed locally solvable, by the Malgrange-Ehrenpreis theorem.

To be a bit more precise, observe that similar considerations as before and Theorem 5.4 show that $\widehat{\Gamma_{t, S_{i}}^{\mu}}$ can be written as series of terms of the form $e^{-\beta t} e^{-\frac{2 \pi}{\mu} \tilde{Q}_{i, t}}$, with

$$
\tilde{Q}_{i, t}(w):=\sigma\left(w,\left(\tan t S_{i}\right) w\right)
$$

(if, say, $\mu>0$ ). Oversimplifying, let us then assume that

$$
\widehat{\Gamma_{t, S_{i}}^{\mu}}=e^{-\beta t} e^{-\frac{2 \pi}{\mu} \tilde{Q}_{i, t}} .
$$

Then, by (7.1),

$$
e^{-\alpha t} \widehat{\Gamma_{t, S}^{\mu}}=\left[e^{-(\alpha+\beta) t} \widehat{\Gamma_{t, S_{r}}^{\mu}}\right] e^{-\frac{2 \pi}{\mu} \tilde{Q}_{i, t}}
$$

And,

$$
\mu \partial_{t}\left[e^{-(\alpha+\beta) t} \widehat{\Gamma_{t, S_{r}}^{\mu}}\right]=\hat{L}_{S_{r}, \alpha+\beta}^{\mu}\left[e^{-(\alpha+\beta) t} \widehat{\Gamma_{t, S_{r}}^{\mu}}\right]
$$

hence, at least formally,

$$
\begin{equation*}
e^{-\alpha t} \widehat{\Gamma_{t, S}^{\mu}}=\left(\hat{L}_{S_{r}, \alpha+\beta}^{\mu}\right)^{-1} \mu \partial_{t}\left[e^{-(\alpha+\beta) t} \widehat{\Gamma_{t, S_{r}}^{\mu}}\right] e^{-\frac{2 \pi}{\mu} \tilde{Q}_{i, t}} \tag{7.2}
\end{equation*}
$$

If we then consider, e.g., the integral

$$
\begin{aligned}
\int_{0}^{+\infty} \frac{1}{\mu} d \mu \int_{1}^{\infty} d t e^{-\alpha t}\left\langle\Gamma_{t, S}^{\mu}, f^{-\mu}\right\rangle & =\int_{0}^{+\infty} \frac{1}{\mu} d \mu \int_{1}^{\infty} d t\left\langle e^{-\alpha t} \widehat{\Gamma_{t, S}^{\mu}}, \widehat{f^{-\mu}}\right\rangle \\
& =\int_{0}^{+\infty} \frac{1}{\mu} d \mu \int_{1}^{\infty} d t\left\langle\left[e^{-(\alpha+\beta) t} \widehat{\Gamma_{t, S_{r}}^{\mu}}\right] e^{-\frac{2 \pi}{\mu} \tilde{Q}_{i, t}}, \widehat{f^{-\mu}}\right\rangle
\end{aligned}
$$

we may apply (7.2) to integrate by parts in $t$. Except for the boundary term, we are thus led to terms of the form

$$
-2 \pi \int_{0}^{+\infty} \frac{1}{\mu} d \mu \int_{1}^{\infty} d t\left\langle\left(\hat{L}_{S_{r}, \alpha+\beta}^{\mu}\right)^{-1}\left[e^{-(\alpha+\beta) t} \widehat{\Gamma_{t, S_{r}}^{\mu}}\right] \partial_{t} \tilde{Q}_{i, t} e^{\left.-\frac{2 \pi}{\mu} \tilde{Q}_{i, t}, \widehat{f^{-\mu}}\right\rangle . . . . . . .}\right.
$$

And, arguing similarly as in the previous section, only with cotangent replaced by tangent, in view of the obvious analogue of (6.2), in the expression for $\partial_{t} \tilde{Q}_{i, t}$ we gain factors of the form $e^{-2 i m \lambda_{j} t}$, with $m \geq 1$, compared to $\tilde{Q}_{i, t}$.

Iterating this procedure, we can again extend in this way the family of distributions $K_{\alpha}$ analytically to $\alpha \in \mathbb{C} \backslash \mathcal{E}$, provided the operators $\left(\hat{L}_{S_{r}, \alpha+\beta}^{\mu}\right)^{-1}$, respectively $\left(L_{S_{r}, \alpha+\beta}\right)^{-1}$, that arize on the way can be given a meaning. However, this is the case, as we have seen before.

For details and extensions of these result, we refer the interested reader to [19].

## 8 Appendix: A representation theoretic necessary condition for local solvability

In this appendix, we provide a proof of the Corwin-Rothschild theorem 4.1 for the Heisenberg group. This proof is based on my approach in [31], which gives in fact a stronger result than the one in the original paper by Corwin and Rothschild. This improvement turned out to be crucial for the proof of results such as Theorem 2.4. I shall closely follow my survey lecture [25], which is also recommended for further information.

Let me first briefly recall some basics of the representation theory of the Heisenberg group. Consider for $\mu \in \mathbb{R}^{\times}:=\mathbb{R} \backslash\{0\}$ the Schrödinger representation $\pi_{\mu}$ of $\mathbb{H}_{d}$ acting on the Hilbert space $L^{2}\left(\mathbb{R}^{d}\right)$ as follows:

$$
\begin{equation*}
\left[\pi_{\mu}(x, y, u) f\right](\xi):=e^{2 \pi i \mu\left(u+y \cdot \xi+\frac{1}{2} x \cdot y\right)} f(\xi+x), \quad f \in L^{2}\left(\mathbb{R}^{d}\right) \tag{8.1}
\end{equation*}
$$

For $f \in L^{1}\left(\mathbb{H}_{d}\right)$, we define the (group-) Fourier transform $\hat{f}\left(\pi_{\mu}\right)$ of $f$ at the representation $\pi_{\mu}$ as the bounded operator

$$
\hat{f}\left(\pi_{\mu}\right):=\int_{\mathbb{H}_{d}} f(g) \pi_{\mu}(g)^{*} d g=\int_{\mathbb{H}_{d}} f(g) \pi_{\mu}\left(g^{-1}\right) d g=\pi_{\mu}(\check{f})
$$

on $L^{2}\left(\mathbb{R}^{d}\right)$. Observe that

$$
\begin{equation*}
\left(f_{1} \star f_{2}\right)^{\wedge}\left(\pi_{\mu}\right)=\hat{f}_{2}\left(\pi_{\mu}\right) \circ \hat{f}_{1}\left(\pi_{\mu}\right) . \tag{8.2}
\end{equation*}
$$

Direct computations, based on formula (8.1), show that $\hat{f}\left(\pi_{\mu}\right)$ can be represented as a kernel operator

$$
\begin{equation*}
\left(\hat{f}\left(\pi_{\mu}\right) \varphi\right)(\xi)=\int_{\mathbb{R}^{d}} K_{f}^{\mu}(\xi, \eta) \varphi(\eta) d \eta, \quad \varphi \in L^{2}\left(\mathbb{R}^{d}\right) \tag{8.3}
\end{equation*}
$$

with integral kernel

$$
\begin{align*}
K_{f}^{\mu}(\xi, \eta) & =\iint f(\xi-\eta, y, u) e^{-2 \pi i \mu\left(u+\frac{y}{2}(\xi+\eta)\right)} d y d u  \tag{8.4}\\
& =f\left(\xi-\eta, \frac{\mu}{2} \widehat{(\xi+\eta)}, \widehat{\mu}\right)
\end{align*}
$$

As usually, we shall identify the elements $P$ of the universal envelopping algebra $\mathfrak{u}\left(\mathfrak{h}_{d}\right)$ with left-invariant differential operators by means of the formula

$$
P \varphi=P\left(\varphi \star \delta_{0}\right)=\varphi \star\left(P \delta_{0}\right), \quad \varphi \in \mathcal{S}
$$

i.e., $P$ can be represented by convolution from the right with the compactly supported distribution $P \delta_{0}$. But from (8.4), one sees that $K_{f}^{\mu}$ is well-defined as a tempered distribution kernel $K_{f}^{\mu} \in \mathcal{S}^{\prime}\left(\mathbb{R}^{d} \times \mathbb{R}^{d}\right)$ supported near the diagonal $\xi=\eta$, for every distribution $f \in \mathcal{E}^{\prime}\left(\mathbb{H}_{d}\right)$ with compact support. This implies that the integral operator (8.4), defined in the Schwartz-sense of distributions, is well-defined on $\mathcal{S}\left(\mathbb{R}^{d}\right)$, and

$$
\hat{f}\left(\pi_{\mu}\right): \mathcal{S}\left(\mathbb{R}^{d}\right) \rightarrow \mathcal{S}\left(\mathbb{R}^{d}\right)
$$

is continuous for every $f \in \mathcal{E}^{\prime}\left(\mathbb{H}_{d}\right)$.
For $P \in \mathfrak{u}\left(\mathfrak{h}_{d}\right)$, we now define its Fourier transform by

$$
\hat{P}\left(\pi_{\mu}\right):=\widehat{P \delta_{0}}\left(\pi_{\mu}\right):=\pi_{\mu}\left(\left(P \delta_{0}\right)^{\prime}\right) .
$$

Approximating $P \delta_{0}$ by $P \delta_{0} \star \varphi_{\varepsilon} \in \mathcal{D}$, where $\left\{\varphi_{\varepsilon}\right\}_{\varepsilon>0}$ denotes a Dirac sequence in $\mathcal{D}$, one finds from (8.2) that

$$
\begin{equation*}
\widehat{P \varphi}\left(\pi_{\mu}\right)=\hat{P}\left(\pi_{\mu}\right) \circ \hat{\varphi}\left(\pi_{\mu}\right), \quad \varphi \in \mathcal{S} \tag{8.5}
\end{equation*}
$$

and

$$
\begin{equation*}
\widehat{A B}\left(\pi_{\mu}\right)=\hat{A}\left(\pi_{\mu}\right) \circ \hat{B}\left(\pi_{\mu}\right), \quad \forall A, B \in \mathfrak{u}\left(\mathfrak{h}_{d}\right), \tag{8.6}
\end{equation*}
$$

since $(A B) \delta_{0}=A\left(B \delta_{0} \star \delta_{0}\right)=B \delta_{0} \star A \delta$.
Since $X_{j} \delta_{0}=\frac{\partial}{\partial x_{j}} \delta_{0}, Y_{j} \delta=\frac{\partial}{\partial y_{j}} \delta_{0}, U \delta_{0}=\frac{\partial}{\partial u} \delta_{0}$, we find from (8.4) that

$$
\begin{equation*}
\hat{X}_{j}\left(\pi_{\mu}\right)=\frac{\partial}{\partial \xi_{j}}, \quad \hat{Y}_{j}\left(\pi_{\mu}\right)=2 \pi i \mu \xi_{j}, \quad \hat{U}\left(\pi_{\mu}\right)=2 \pi i \mu \tag{8.7}
\end{equation*}
$$

Also, from (8.4), one sees that

$$
\begin{equation*}
K_{f \circ D_{r}}^{r^{2} \mu}(\xi, \eta)=r^{-d-2} K_{f}^{\mu}(r \xi, r \eta), \quad r>0 \tag{8.8}
\end{equation*}
$$

If $P \in \mathfrak{u}\left(\mathfrak{h}_{n}\right)$ is homogeneous of degree $q$, i.e., if $P\left(f \circ D_{r}\right)=r^{q}(P f) \circ D_{r}$ for every $r>0$, then $f:=P \delta_{0}$ satisfies $f \circ D_{r}=r^{-Q-q} f$, where $Q:=2 d+2$ is the homogeneous dimension of $\mathbb{H}_{d}$, hence (8.8) implies

$$
\begin{equation*}
K_{P \delta_{0}}^{r^{2} \mu}(\xi, \eta)=r^{q+d} K_{P \delta_{0}}^{\mu}(r \xi, r \eta) \tag{8.9}
\end{equation*}
$$

We can now turn to the problem of local solvability. The first, basic step consists in turning the qualitative statement of an operator $L$ "to be locally solvable" into a quantitative statement. This is achieved by means of the following criterion, due to Hörmander.

Lemma 8.1 Let L be a linear differential operator with smooth coefficients in an open subset $\Omega$ of $\mathbb{R}^{n}$. The equation Lu $=f$ can be solved for every $f \in \mathcal{D}(\Omega)$ with $u \in \mathcal{D}^{\prime}(\Omega)$ if and only if the following holds true:

For every relatively compact open subset $\Lambda \subset \Omega$ there exist constants $C$ and $k \in \mathbb{N}$, such that for every $f, v \in C_{0}^{\infty}(\Lambda)$,

$$
\begin{equation*}
\left|\int f v d x\right| \leq C \sum_{|\alpha| \leq k}\left\|D^{\alpha} f\right\|_{2} \sum_{|\beta| \leq k}\left\|D^{\beta}{ }^{t} L v\right\|_{2} \tag{8.10}
\end{equation*}
$$

Here, ${ }^{t} L$ denotes the formal transposed of $L$, defined by

$$
\int v(L u) d x=\int\left({ }^{t} L v\right) u d x
$$

Proof. The sufficiency of (8.10) follows by the Hahn-Banach theorem (exercise).
Conversely, if $L u=f$ can be solved for every $f \in \mathcal{D}(\Omega)$ by some $u=u_{f} \in \mathcal{D}^{\prime}(\Omega)$, then

$$
\begin{equation*}
\langle f, v\rangle=\int f v d x=\left\langle u_{f},{ }^{t} L v\right\rangle \quad \forall v \in \mathcal{D}(\Lambda) . \tag{8.11}
\end{equation*}
$$

Consider $\langle f, v\rangle$ as a bilinear form on $C_{0}^{\infty}(\bar{\Lambda}) \times C_{0}^{\infty}(\Lambda)$, where $C_{0}^{\infty}(\bar{\Lambda})$ is a Fréchet space with the topology induced by the semi-norms $\left\|D^{\alpha} f\right\|_{2}$, and where $C_{0}^{\infty}(\Lambda)$ is endowed with the metrizable topology induced by the semi-norms $\left\|D^{\beta}{ }^{t} P v\right\|_{2}$.
Obviously, $f \mapsto\langle f, v\rangle$ is continuous for fixed $v$.
The continuity of $v \mapsto\langle f, v\rangle$, for fixed $f$, follows on the other hand by (8.11).
Thus, $(f, v) \mapsto\langle f, v\rangle$ is separately continuous, hence continuous, by the theorem of Banach-Steinhaus. This proves (8.10).
Q.E.D.

Remark 8.2 Condition (8.10) is equivalent to

$$
\begin{equation*}
\|v\|_{(-k)} \leq C\left\|^{t} L v\right\|_{(k)}, \tag{8.12}
\end{equation*}
$$

where $\|f\|_{(\alpha)}=\left(\int\left(1+|\xi|^{2}\right)^{\alpha}|\hat{f}(\xi)|^{2} d \xi\right)^{1 / 2}$ denotes the Sobolev-norm of order $\alpha$.

For homogeneous left-invariant differential operators on $\mathbb{H}_{d}$, the following necessary criterion for local solvability has proven extremely useful (analogues hold on general homogeneous groups).

Theorem 8.3 ([31]) Let $P \in \mathfrak{u}\left(\mathfrak{h}_{d}\right)$ be homogeneous. If $P$ is locally solvable, then there exist a Sobolev-norm $\|\cdot\|_{(k)}$ and a continuous "Schwartz-norm" $\|\cdot\|_{\mathcal{S}}$ on $\mathcal{S}\left(\mathbb{H}_{d}\right)$, such that

$$
\begin{equation*}
|f(0)| \leq\|f\|_{\mathcal{S}}^{1 / 2}\left\|^{t} P f\right\|_{(k)}^{1 / 2} \quad \forall f \in \mathcal{S}\left(\mathbb{H}_{d}\right) . \tag{8.13}
\end{equation*}
$$

Proof. Let $Q$ be an elliptic, right-invariant Laplacian on $\mathbb{H}_{d}$, and let $\Omega$ be an open neighborhood of 0 , and let $m>(d+1) / 2$. Then, for $\varphi \in \mathcal{D}(\Omega)$, by Poincaré's inequality and standard elliptic regularity theory,

$$
|\varphi(0)| \leq C^{\prime}\left\|Q^{m} \varphi\right\|_{2} \leq C\left\|Q^{m+k / 2} \varphi\right\|_{(-k)}
$$

provided $\Omega$ is chosen sufficiently small. We choose $k$ is as in (8.12), and assume $k$ to be even. Since $Q^{m+k / 2}$ commutes with the left-invariant operator ${ }^{t} P$, by (8.12) we have

$$
\begin{aligned}
\left\|Q^{m+k / 2} \varphi\right\|_{(-k)} & \leq C\left\|Q^{m+k / 2}{ }^{t} P \varphi\right\|_{(k)} \\
& \leq C^{\prime}\left\|{ }^{t} P \varphi\right\|_{(2 m+2 k)},
\end{aligned}
$$

i.e., there exists a $K \in \mathbb{N}, C \geq 0$, such that

$$
\begin{equation*}
|\varphi(0)| \leq C\left\|^{t} P \varphi\right\|_{(K)} \quad \forall \varphi \in \mathcal{D}(\Omega) \tag{8.14}
\end{equation*}
$$

Let us us denote by

$$
|(v, u)|:=\left(|v|^{4}+16 u^{2}\right)^{1 / 4}
$$

the so-called Koranyi-norm on $\mathbb{H}_{d}$. Then $|\cdot|$ is a homogeneous norm, which means in particular that

$$
\left|D_{r} g\right|=r|g|,|g h| \leq|g|+|h| \text { and }\left|g^{-1}\right|=|g| \quad \forall g, h \in \mathbb{H}_{d}, r>0
$$

Let $B_{r}:=\left\{g \in \mathbb{H}_{d}:|g|<r\right\}$ denote the corresponding ball of radius $r>0$ centred at the origin. Re-scaling, we may assume that $\Omega=B_{2}$. Let ${ }^{t} P$ be homogeneous of degree $q$. Choose $\chi \in \mathcal{D}\left(B_{2}\right)$ such that $\chi \equiv 1$ on $B_{1}$. Then, for $f \in \mathcal{S}$, by (8.14),

$$
\begin{equation*}
|f(0)| \leq C\left\|^{t} P\left(\chi\left(f \circ D_{r}\right)\right)\right\|_{(K)} \quad \forall r>0 . \tag{8.15}
\end{equation*}
$$

But,

$$
\begin{aligned}
{ }^{t} P\left(\chi\left(f \circ D_{r}\right)\right) & =\chi^{t} P\left(f \circ D_{r}\right)+R\left(f \circ D_{r}\right) \\
& =r^{q} \chi\left({ }^{t} P f\right) \circ D_{r}+R\left(f \circ D_{r}\right),
\end{aligned}
$$

where $R=\left[{ }^{t} P, \chi\right]$ is a PDO whose coefficients are supported in $\{1 \leq|x| \leq 2\}$. Thus, for $r \geq 1$,

$$
\begin{aligned}
& \left\|^{t} P\left(\chi\left(f \circ D_{r}\right)\right)\right\|_{(K)} \\
& \quad \leq C r^{A}\left\{\| \|^{t} P f \|_{(K)}+\sum_{|\alpha| \leq N}\left(\int_{1<|x|<2}\left|f^{(\alpha)}\left(D_{r} x\right)\right|^{2} d x\right)^{1 / 2}\right\}
\end{aligned}
$$

for some constants $A>0, N \geq 0$. Now,

$$
\begin{aligned}
\int_{1<|x|<2}\left|f^{(\alpha)}\left(D_{r} x\right)\right|^{2} d x & \leq r^{-B} \int_{1<|x|<2}\left|D_{r} x\right|^{B}\left|f^{(\alpha)}\left(D_{r} x\right)\right|^{2} d x \\
& \leq r^{-B-Q} \int|x|^{B}\left|f^{(\alpha)}(x)\right|^{2} d x .
\end{aligned}
$$

Choosing $B$ such that $A-\frac{1}{2}(B+Q)=-A$, we find a Schwartz-norm $\|\cdot\|_{\mathcal{S}}$ such that

$$
\left\|^{t} P\left(\chi\left(f \circ D_{r}\right)\right)\right\|_{(K)} \leq C\left(r^{A}\left\|^{t} P f\right\|_{(K)}+r^{-A}\|f\|_{\mathcal{S}}\right) .
$$

Combining this with (8.15) and optimizing in $r$ we obtain (8.13) (if we assume without loss of generality that $\left.\left\|^{t} P f\right\|_{(K)} \leq\|f\|_{\mathcal{S}}\right)$.
Q.E.D.

Corollary 8.4 ([3]) Suppose there exists a non-trivial $f \in \mathcal{S}\left(\mathbb{H}_{d}\right)$ such that

$$
\begin{equation*}
{ }^{t} P f=0 \tag{8.16}
\end{equation*}
$$

Then $P$ is not locally solvable.

Proof of Theorem 4.1: Assume that $\widehat{t P}\left(\pi_{\mu_{0}}\right)$ annihilates some non-trivial Schwartz function $\phi \in \mathcal{S}\left(\mathbb{R}^{d}\right)$ for some $\mu_{0} \neq 0$, say for instance $\mu^{0}>0$. For $\mu>0$, put

$$
\phi^{\mu}(\xi):=\phi\left(\left(\frac{\mu}{\mu^{0}}\right)^{1 / 2} \xi\right)
$$

Then, by (8.9), $\widehat{{ }^{P} P}\left(\pi_{\mu}\right) \phi^{\mu}=0$ for every $\mu>0$. Let $\chi \in C_{0}^{\infty}\left(\mathbb{R}^{+}\right)$, and put

$$
K^{\mu}(\xi, \eta):=\chi(\mu) \phi^{\mu}(\xi) \phi^{\mu}(\eta), \quad(\mu, \xi, \eta) \in \mathbb{R}^{\times} \times \mathbb{R}^{d} \times \mathbb{R}^{d}
$$

¿From (8.4), it follows that $K^{\mu}=K_{f}^{\mu}$ for some unique function $f \in \mathcal{S}\left(\mathbb{H}_{d}\right)$. And, by (8.5),

$$
\left({ }^{t} P f\right)^{\wedge}\left(\pi_{\mu}\right)=\widehat{{ }^{t} P}\left(\pi_{\mu}\right) \hat{f}\left(\pi_{\mu}\right)=0,
$$

since $\hat{f}\left(\pi_{\mu}\right)$ is represented by the kernel $K^{\mu}$. Thus, by Fourier inversion on $\mathbb{H}_{d}$, we get ${ }^{t} P f=0$. Since $f \neq 0$, the proof follows now from Corollary 8.4.
Q.E.D.
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