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Introduction.

In a control problem we find the following basic elements.

(1) A control u that we can handle according to our interests,
which can be chosen among a family of feasible controls K.

(2) The state of the system y to be controlled, which depends on
the control. Some limitations can be imposed on the state,
in mathematical terms y € C, which means that not every
possible state of the system is satisfactory.

(3) A state equation that establishes the dependence between the
control and the state. In the next sections this state equation
will be a partial differential equation, y being the solution of
the equation and u a function arising in the equation so that
any change in the control v produces a change in the solution
y. However the origin of control theory was connected with the
control of systems governed by ordinary differential equations
and there is a huge activity in this field; see, for instance, the
classical books Pontriaguine et al. [40] or Lee and Markus
(36].

(4) A function to be minimized, called the objective function or
the cost function, depending on the control and the state (y, u).

The objective is to determine an admissible control, called optimal
control, that provides a satisfactory state for us and that minimizes the
value of functional J. The basic questions to study are the existence
of solution and its computation. However to obtain the solution we
must use some numerical methods, arising some delicate mathematical
questions in this numerical analysis. The first step to solve numerically
the problem requires the discretization of the control problem, which
is made usually by finite elements. A natural question is how good the
approximation is, of course we would like to have some error estimates
of these approximations. In order to derive the error estimates it is
essential to have some regularity of the optimal control, some order
of differentiability is necessary, at least some derivatives in a weak
sense. The regularity of the optimal control can be deduced from the
first order optimality conditions. Another key tool in the proof of the
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4 INTRODUCTION.

error estimates is the use of the second order optimality conditions.
Therefore our analysis requires to derive the first and second order
conditions for optimality.

Once we have a discrete control problem we have to use some nu-
merical algorithm of optimization to solve this problem. When the
problem is not convex, the optimization algorithms typically provides
local minima, the question now is if these local minima are significant
for the original control problem.

The following steps must be followed when we study an optimal
control problem:

(1) Existence of a solution.

(2) First and second order optimality conditions.

(3) Numerical approximation.

(4) Numerical resolution of the discrete control problem.

We will not discuss the numerical algorithms of optimization, we
will only consider the first three points for a model problem. In this
model problem the state equation will be a semilinear elliptic partial
differential equation. Through the nonlinearity introduces some com-
plications in the study, we have preferred to consider them to show
the role played by the second order optimality conditions. Indeed, if
the equation is linear and the cost functional is the typical quadratic
functional, then the use of the second order optimality conditions is
hidden.

There are no many books devoted to all the questions we are going
to study here. Firstly let me mention the book by Profesor J.L. Lions
[38], which is an obliged reference in the study of the theory of optimal
control problems of partial differential equations. In this text, that
has left an indelible track, the reader will be able to find some of
the methods used in the resolution of the two first questions above
indicated. More recent books are X. Li and J. Yong [37], H.O. Fattorini
[34] and F. Troltzsch [46].



CHAPTER 1

Existence of a Solution

1.1. Setting of the Control Problem

Let © be an open and bounded subset of R* (n = 2 0 3), I’
being its boundary that we will assume to be regular; C*! is enough
for us in all this course. In €2 we will consider the linear operator A

defined by

Ay == s, (ay(2)s,y(2)) + ao(2)y(x),

ij=1
where a;; € C%1(Q) and ag € L>(Q) satisfy:

Im > 0 such that Y _ ay(2)€:& > mlé]> V& € R" and Yz € Q,

ij=1
ap(z) >0 ae. x €l

Now let ¢ : R — R be a non decreasing monotone function of class
C?, with ¢(0) = 0. For any u € L*(Q), the Dirichlet problem

Ay+¢(y) =u in Q
(1.1) {yzO on I'

has a unique solution y, € HJ(2) N L>(Q).
The control problem associated to this system is formulated as fol-
lows

Minimize J(u):/QL(x,yu(x),u(x))dx

(P)
veKRK={ueLl>®Q):a<u(r)<pf ae zec},
where —o0 < a < # < 400 and L fulfills the following assumptions:

(H1) L: Q x R* — R is a Carathéodory function and for all x € €,
L(z,-,-) is of class C* in R*. Moreover for every M > 0 and all
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6 1. EXISTENCE OF A SOLUTION

x, 21,29 € Q and y,y1, Yo, u, ur, ug € [—M,+M], the following prop-
erties hold

L
|L(:v,y,u)| < LM71(x)7 |_y(x>yau)| < LM7P(‘T)

oL

oL
‘%(mlvyvu) - %(.ﬁfg,y,lbﬂ < CM’xl - 1'2‘

‘L,(ly,u) (x’ Y, u)‘RQXQ S CM

"

|L/(/y,u)(:1c,y1,u1) - L(y,u)(x7y27u2>|]R2X2 < CM(|y1 - y2| + ’Ul — u2|),

where Lyy € LYQ), Ly, € LP(Q), p > n, Cy > 0, L{, . 1s the
Hessian matrix of L with respect to (y,u), and | - [g2x2 is any matricial
norm.

To prove our second order optimality conditions and the error esti-

mates we will need the following additional assumption
(H2) There exists A > 0 such that

oL
ou?

REMARK 1.1. A typical functional in control theory is
12 )= [ () - w@P + Vi) d,

where yq € L*(2) denotes the ideal state of the system and N > 0.
The term [, Nu®(z)dz can be considered as the cost term and it is
said that the control is expensive if N is big, however the control is
cheap if N is small or zero. From a mathematical point of view the
presence of the term [, Nu*(x)dz, with N > 0, has a regularizing
effect on the optimal control. Hypothesis (H1) is fulfilled, in particular
the condition Ly, € LP(Q), if y4 € LP(2). This condition plays an
important role in the study of the regularity of the optimal control.
Hypothesis (H2) holds if N > 0.

(z,y,u) > AV (z,y,u) € QxR

REMARK 1.2. Other choices for the set of feasible controls are pos-
sible, in particular the case K = L*(Q) is frequent.The important ques-
tion is that K must be closed and convex. Moreover if K is not bounded,
then some coercivity assumption on the functional J is required to as-
sure the existence of a solution.

REMARK 1.3. In practice ¢(0) = 0 is not a true restriction because
it is enough to change ¢ by ¢ — ¢(0) and u by u — ¢(0) to transform
the problem under the required assumptions. Non linear terms of the
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form f(z,y(z)), with f of class C? with respect to the second variable
and monotone non decreasing with respect to the same variable, can
be considered as an alternative to the term ¢(y(x)). We lose some
generality in order to avoid technicalities and to get a simplified and
more clear presentation of our methods to study the control problem.

The existence of a solution y, in H}(2) N L>®(Q) can be proved as
follows: firstly we truncate ¢ to get a bounded function ¢y, for instance
in the way

o) it l6(t)] < K,
or(t) =< +k if ¢(t) > +k,
—k if o(t) < —k.
Then the operator (A + ¢) : Hi () — H~'(Q) is monotone, contin-
uous and coercive, therefore there exists a unique element y;, € Hy ()
satisfying Ayg + ¢r(yx) = w in Q. By using the usual methods it is easy
to prove that {yy}72 , is uniformly bounded in L>(£2) (see, for instance,
Stampacchia [45]), consequently for k large enough ¢ (yr) = ¢(yx) and
then vy =y, € Hy(Q)NL>(Q) is the solution of problem (1.1). On the
other hand the inclusion Ay, € L*°(Q) implies the W?2?(Q)-regularity
of y, for every p < 4o00; see Grisvard [35]. Finally, remembering that
K is bounded in L*(£2), we deduce the next result

THEOREM 1.4. For any control u € K there exists a unique solution
yu of (1.1) in W22(Q) N HY(QY), for all p < oo. Moreover there exists
a constant C,, > 0 such that

(1.3) lyullwr) < Cp Vu € K.

It is important to remark that the previous theorem implies the
Lipschitz regularity of y,. Indeed it is enough to remind that W?>?(Q) C
C%(Q) for any p > n.

1.2. Existence of a Solution

The goal of this section is to study the existence of a solution
for problem (P), which is done in the following theorem.

THEOREM 1.5. Let us assume that L is a Carathéodory function
satisfying the following assumptions

Al) For every (z,y) € Q xR, L(z,y,-) : R — R is a convex
function.

A2) For any M > 0 there exists a function ¥y € LY(Q) such that

L yow)| < dur(a) ae z€Q Vgl <M, Viu| <M.
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Then problem (P) has at least one solution.

PRrROOF. Let {u;} C K be a minimizing sequence of (P), this means
that J(ug) — inf(P). Let us take a subsequence, again denoted in the
same way, converging weakly* in L>°(Q2) to an element u € K. Let us
prove that J(u) = inf(P). For this we will use Mazur’s Theorem (see,
for instance, Ekeland and Temam [33]): given 1 < p < 400 arbitrary,
there exists a sequence of convex combinations {vj }ren,

Nk Nk
Vi = Z)\lul, with Z)\l =1 and )\l Z 0,
1=k I=k
such that v, — @ strongly in LP(€2). Then, using the convexity of L
with respect to the third variable, the dominated convergence theorem
and the assumption Al), it follows

J(a) = lim [ L(x,ya(z),ve(x))de <

k—oo Q

Nk

limsupZ)\l/L(a:,yu(x) 1z ))dq:<hmsup2)\l w)+
Q

k—o00 I—k k—o0 I—k

limsup/QZ)\l |L(z, yu, (), w(x)) — L(z, ya(x), w(x))| de =

k—oo I—k

inf (P) + hinsup/ Z)\l |L(z, yu, (), w(x)) — L(z, ya(x), w(x))| dz,
Too 2y

where we have used the convergence J(uy) — inf(P). To prove that the

last term converges to zero it is enough to remark that for any given

point z, the function L(x,-,-) is uniformly continuous on bounded sub-

sets of R% the sequences {y,,(x)} and {u;(z)} are uniformly bounded

and v, (z) — ya(r) when | — oo, therefore

k—o0

lim Z)\l |L(z, Yo, (), w(2)) — L(z, ya(x),w(z))| =0 a.e. x € Q.
k

Using again the dominated convergence theorem, assumption A2) and
the previous convergence, we get

limsup/QZ)\l |L(z, yy, (), w(x)) — L(z,ya(x), w(x))| dx = 0,

k—oo I—k

which concludes the proof. O
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REMARK 1.6. It is possible to formulate other similar problems to
(P) by taking K as a closed and convex subset of LP(£2), with 1 < p <
+00. The existence of a solution can be proved as above by assuming
that K is bounded in LP(2) or J is coercive on K. The coercivity holds
if the following conditions is fulfilled: 3¢ € L'(Q) and C' > 0 such that

L(z,y,u) > Clul’ +¢(x) ¥(z,y,u) € 2 x R*.

This coercivity assumption implies the boundedness in LP(Q) of any
minimizing sequence, the rest of the proof being as in Theorem 1.5.

1.3. Some Other Control Problems

In the rest of the chapter we are going to present some control
problems that can be studied by using the previous methods. First let
us start with a very well known problem, which is a particular case of

(P).

1.3.1. The Linear Quadratic Control Problem. Let us as-
sume that ¢ is linear and L(z,y,u) = (1/2){(y — ya(x))* + Nu?}, with
yqg € L*(Q) fixed, therefore

Tw) = / () — )P+ / v (x)dz.

Now (P) is a convex control problem. In fact the objective functional
J : L*(Q) — R is well defined, continuous and strictly convex. Under
these conditions, if K is a convex and closed subset of L*(f2), we can
prove the existence and uniqueness of an optimal control under one of
the two following assumptions:

(1) K is a bounded subset of L?(12).
(2) N > 0.

For the proof it is enough to take a minimizing sequence as in
Theorem 1.5, and remark that the previous assumptions imply the
boundedness of the sequence. Then it is possible to take a subsequence
{ur}s2, C K converging weakly in L*(Q) to u € K. Finally the con-
vexity and continuity of J implies the weak lower semicontinuity of .J,
then

J(u) < lilgn inf J(uy) = inf (P).
The uniqueness of the solution is an immediate consequence of the
strict convexity of J.
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1.3.2. A Boundary Control Problem. Let us consider the fol-
lowing Neumann problem

Ay+o(y) =f in Q
O, y=u on T,
where f € LP(Q), p>n/2, u € LY (T), t >n — 1 and
al/Ay - Z aij(‘r)amiy(x)yj(x)u
ij=1
v(x) being the unit outward normal vector to I' at the point x.
The choice p > n/2 and t > n — 1 allows us to deduce a theorem
of existence and uniqueness analogous to Theorem 1.4, assuming that

ao §é 0.
Let us consider the control problem

Minimize J(u)
(P) { u € K,

where K is a closed, convex and non empty subset of LY(T'). The
functional J : L*(T') — R is defined by

Iy = 5 / L ))do + / jua)|do(2),

L : Q) x R — R being a Carathodory function such that there exists
Yo € L) and for any M > 0 a function vy, € L'(Q) satisfying

Yo(z) < L(z,y) < Yp(z) ae zeQ, Yyl < M.

Let us assume that 1 < r < 400, N > 0 and that one of the following
assumptions is fulfilled:

(1) K is bounded in L*(T") and r < t.

(2) N>0andr>t.

Remark that in this situation the control variable is acting on the
boundary I' of the domain, for this reason it is called a boundary control
and (P) is said a boundary control problem. In problem (P) defined in
§1.1, u was a distributed control in €).

1.3.3. Control of Evolution Equations. Let us consider the
following evolution state equation
( Oy

E@’t) + Ay(xz,t) = fin Qp=Qx(0,7),

Oppy(,t) + (2, t,y(x,1)) = u(x,t) on ¥p =T x(0,T),

\ y(ZE,O) = yO(x) n Q)
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where yo € C(Q) and u € L>®(Zr). If f € L"(]0,T], L*(R2)), with r
and p sufficiently large, b is monotone non decreasing and bounded
on bounded sets, then the above problem has a unique solution in
C(Qr)NL2([0,T], H(2)); see Di Benedetto [3]. Thus we can formulate
a control problem similar to the previous ones, taking as an objective
function

J(u):/Q L(x,t,yu(m,t))dxdt—l—/ Uz, t,yu(z,t), u(z,t))do(z)dt.

S
To prove the existence of a solution of the control problem is neces-
sary to make some assumptions on the functional J. L: Qr xR — R
and [ : ¥7 x R? — R are Carathédory functions, [ is convex with
respect to the third variable and for every M > 0 there exist two
functions ay; € LY(Qr) and By € LY (Xr) such that

|L(z,t,y)| < am(x,t) ae. (z,t) € Qp, Vy[ <M
and
(2, t,y,u)| < Bu(z,t) ae. (v,t) € Xy, Viy| < M, Viu| < M.

Let us remark that the hypotheses on the domination of the func-
tions L and [ by «aj; and (), are not too restrictive. The convexity
of [ with respect to the control is the key point to prove the existence
of an optimal control. In the lack of convexity, it is necessary to use
some compactness argumentation to prove the existence of a solution.
The compactness of the set of feasible controls has been used to get
the existence of a solution in control problems in the coefficients of the
partial differential operator. These type of problems appear in struc-
tural optimization problems and in the identification of the coefficients
of the operator; see Casas [11] and [12].

If there is neither convexity nor compactness, we cannot assure, in
general, the existence of a solution. Let us see an example.

—Ay=u in Q,
y=0 on I

Minimize J(u) = /[yu(x)2 + (u*(z) — 1)%]dx

(P) o
—1 <u(z) <+1, z€Q.

Let us take a sequence of controls {uy}72, such that |ug(z)| = 1
for every = € Q and verifying that uy — 0 weakly* in L>°(Q2). The
existence of such a solution can be obtained by remarking that the
unit closed ball of L>°(Q) is the weak* closure of the unit sphere {u €
L>(Q) @ ||u||e(@) = 1}; see Brezis [10]. The reader can also make a
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direct construction of such a sequence (include €2 in a n-cube to simplify
the proof). Then, taking into account that y,, — 0 uniformly in €, we
have
0< inf  J(u) < lim J = li 2dx = 0.
< (u) < lim J(up) = lim Y ()" dx

But it is obvious that J(u) > 0 for any feasible control, which proves
the non existence of an optimal control.

To deal with control problems in the absence of convexity and com-

pactness, (P) is sometimes included in a more general problem (P), in
such a way that inf(P)= inf(P), (P) having a solution. This leads to
the relaxation theory; see Ekeland and Temam [33], Warga [47], Young
(48], Roubcek [42], Pedregal [39].

In the last years a lot of research activity has been focused on the
control problems associated to the equations of the fluid mechanics; see,

for instance, Sritharan [44] for a first reading about these problems.



CHAPTER 2
Optimality Conditions

In this chapter we are going to study the first and second order con-
ditions for optimality. The first order conditions are necessary condi-
tions for local optimality, except in the case of convex problems, where
they become also sufficient conditions for global optimality. In absence
of convexity the sufficiency requires the establishment of optimality
conditions of second order. We will prove sufficient and necessary con-
ditions of second order. The sufficient conditions play a very important
role in the numerical analysis of the problems. The necessary condi-
tions of second order are the reference that indicate if the sufficient
conditions enunciated are reasonable in the sense that its fulfillment is
not a too restrictive demand.

2.1. First Order Optimality Conditions

The key tool to get the first order optimality conditions is provided
by the next lemma.

LEMMA 2.1. Let U be a Banach space, K C U a convex subset and
J:U — R a function. Let us assume that u is a local solution of the

optimaization problem
inf J(u
(P) { (u)

u €K

and that J has directional derivatives at u. Then
(2.1) J’(ﬁ) (u—1u)>0 Yuek.

Reciprocally, if J is a convex function and u is an element of K satis-
fying (2.1), then @ is a global minimum of (P).

PROOF. The inequality (2.1) is easy to get

(@) - (u— ) = K% J(a+>\(u;\a)) — J(u) >0.

The last inequality follows from the local optimality of u and the fact
that u + AMu — u) € K for every u € K and every A € [0, 1] due to the
convexity of K.

13



14 2. OPTIMALITY CONDITIONS

Reciprocally if u € K fulfills (2.1) and J is convex, then for every
ueK

J(u+ Mu—a)) — J(a)

< ]/ — . _a) = 1 < . —
0<J(@) (u—a)=lim 3 < J(u) = J(w),
therefore u is a global solution of (P). O

In order to apply this lemma to the study of problem (P) we need
to analyze the differentiability of the functionals involved in the control
problem.

PROPOSITION 2.2. The mapping G : L>=(Q2) — W?2P(Q) defined
by G(u) = y, is of class C*. Furthermore if u,v € L>®(Q) and z =
DG(u)-v, then z is the unique solution in W*P(Q) of Dirichlet problem

(2.2) { ;42;5 cb:)(rzl/u(rf))z =v in Q,

Finally, for every vy,vy € L>®(Q), zy,0, = G"(u)vivy is the solution of

(23) { AZ'Ul’UQ + ¢ (yu(x>)2v1v2 + Qb (yu(:c))zvlzw =0 in 97

Rvivg = 0 on Fa
where z,, = G'(uw)v;, 1 =1, 2.

Proor. To prove the differentiability of G we will apply the im-
plicit function theorem. Let us consider the Banach space

V(Q) ={y € Hy(QNW??(Q) : Ay € L=(Q)},
endowed with the norm

lyllviey = llyllw2r@) + [[AYloo-
Now let us take the function
F:V(Q) x L*(Q) — L™(Q)
defined by
F(y,u) = Ay + ¢(y) — u.
It is obvious that F is of class C?, y, € V(Q) for every u € L>®(),
F(yy,,u) =0 and
oF
a—y(%u) 2 =Az+¢'(y)z
is an isomorphism from V() into L*(£2). By applying the implicit
function theorem we deduce that G is of class C? and DG(u) -z is given
by (2.2). Finally (2.3) follows by differentiating twice with respect to
u in the equation

AG(w) + (G(w)) = u.
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U

As a consequence of this result we get the following proposition.

PROPOSITION 2.3. The function J : L>=(2) — R is of class C?.
Moreover, for every u,v,vy,vy € L>(Q)

(2.4) J'(u)v = /Q (g—i’(x, Yus 1) + %) vdz

and

0L 0L
J" (w)vyvg = / |:_(x7yu>u)zv1zv2 + m(%yuyu)(%lvz + 2y, U1)F
Q

0y?
O*L
25) G e )| do
where p, € W?P(Q) is the unique solution of problem

oL
Ao+ (y)e = 5 (0,yuw) in Q
(2.6) 0+ &' (yu)p 8y(93y u) in

=0 onT,
A* being the adjoint operator of A and z,, = G'(u)v;, i = 1, 2.

PROOF. From hypothesis (H1), Proposition 2.2 and the chain rule
it comes

, B oL oL
J(u)-v= /Q {83/ (z, yu(z), u(x))z(z) + 90 (m,yu(x),u(x))v(x)] de,
where z = G'(u)v. Using (2.6) in this expression we get

rw)-v= [ {1+ dals + S no @)oo | do

= [ {14+ drston+ S o) uta ) | o
= [{outo)+ St ot ooy a

which proves (2.4). Finally (2.5) follows again by application of the
chain rule and Proposition 2.2. O

Combining Lemma 2.1 with the previous proposition we get the
first order optimality conditions.
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THEOREM 2.4. Let u be a local minimum of (P). Then there exist
U, p € H}(Q) NW?P(Q) such that the following relationships hold

Ay+o(y) =u in Q,
CE I e

(2.9) /Q {@(m) + Z—i(m,gj(m),ﬂ(m))} (u(z) — u(x))dr > 0 Vu € K.

From this theorem we can deduce some regularity results of the
local minima.

THEOREM 2.5. Let us assume that u is a local minimum of (P) and
that hypotheses (H1) and (H2) are fulfilled. Then for any x € €0, the
equation

(2.10) Pl) + O (2 () 1) = 0

has a unique solution t = 5(x), where jj is the state associated to u and
@ 1is the adjoint state defined by (2.8). The mapping 5 : Q& — R is
Lipschitz. Moreover u and s are related by the formula
(211)  a(x) = Projo g (s(x)) = max(a, min(3, 5(x).
and u 1s Lipschitz too.

PRrROOF. The existence and uniqueness of solution of equation (2.10)
is an immediate consequence of the hypothesis (H2), therefore s is

well defined. Let us see that 5 is bounded. Indeed, making a Taylor
development of the first order in the relation

P) + O (o (0).5() = 0

we get that

0 3@),6()5())5(2) = —(0) — S (2, 5(0),0),

which along with (H2) lead to

Als(e)] < (@) + | 5

Now let us prove that § is Lipschitz. For it we use (H2), the
properties of L enounced in (H1), the fact that § and ¢ are Lipschitz

a—L(:c,gj(x),O)‘ < CVr el
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functions (due to the inclusion W27(©2) ¢ C*'(2)) and the equation
above satisfied by s(z). Let x1,zs € €2

AJS(as) — 5(a)] < (S (s, 7a2), 5(22)) — 2 (2, ) 5(a0)| =
oL oL

[P(21) = @(2) + 5 (21, §(21), 5(21)) = 5 (22, §(22), 5(21))] <

[P(71) — @(z2)| + Cor (J9(21) — Y(22)| + |22 — 1) < Cl22 — 74].

Finally, from (2.9) and the fact that (0L/0u) is an increasing function
of the third variable we have

o <ile) < B = G(r) + oo (@), 0(w) =0 = ala) = 5(z),
W) =8 = p)+ oo, @), 7)) <O = 6() < 5(x),
i) =0 = P+ e gla).5(x) 20 = ala) > 5(z),

which implies (2.11). O

REMARK 2.6. If the assumption (H2) does not hold, then the op-
timal controls can be discontinuous. The most obvious case is the one
where L is independent of w, in this case (2.9) is reduced to

/QSO(QT)W(IB) —u(z))der >0 Yu €K,

which leads to

a if oz 0
(9")_{5 if izfgxﬁio

If ¢ vanishes in a set of points of zero measure, then % jumps from «
to 8. Such a control u is called a bang-bang control. The controls of
this nature are of great interest in the applications due to the easiness
to automate the control process. All the results presented previously
are valid without the assumption (H2), except Theorem 2.5.

a.e. z € Q.

N

REMARK 2.7. A very frequent case is given by the function L(x,y, u) =
[(y —ya(z))?+ Nu?]/2, where N > 0 and y, € L*(Q) is a fixed element.
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In this case, (2.9) leads to

1 ( o if —%gp(m) < a,
alo) = Proge (~52) @ =3 5 i-Low=p
L5 if < ! <
—tpl@) o< —p@) <5

\

In this case s = —p/N.

If furthermore we assume that K = L*(2), then (2.9) implies that
u = —(1/N)@. Thus @ has the same regularity than ¢. Therefore u
will be the more regular as much as greater be the regularity of y4, T,
¢ and the coefficients of operator A. In particular we can get C>(€2)-
regularity if all the data of the problem are of class C°.

REMARK 2.8. If we consider the boundary control problem formu-
lated in §1.3.2, then the corresponding optimality system is

"2a(z)) (v(x) — 6(@))do(x) > 0 Vo K

S—
T
=
+
=
I~
2

Thus if N > 0 and K = L"(I"), with »r > n — 1, we get from the last
inequality

—1 =)/ (=)

u(z) = m@(ﬂ?) o(),

which allows a regularity study of @ in terms of the function ¢. If K is
the set of controls of L>°(I") bounded by « and [, then

_ -1 _ —V /(1) —
() = Proy (s ()20 Vg (a).
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REMARK 2.9. Let us see the expression of the the optimality system
corresponding to the problem formulated in §1.3.3:
( ag

a“‘Ag:fln QT,

Oy, y +b(z,t,y) =uon Xr,

[ 9(x,0) =yo(x) in Q,

(o . 0L .
_E_‘_A gp_a_y(xaty) m QTa

b [
Oyt g—y@,t, 55 = g—y@,t, 7,@) on S,

{ ¢(x,T)=01in £,
/ {@ + g(m,t, 7, a)} (u—1u)do(z)dt >0 Yu € K.
S ou

Of course the convenient differentiability hypotheses on the func-
tions b, L and [ should be done to obtain the previous system, but this
is a question that will not analyze here. Simply we intend to show how
the adjoint state equation in problems of optimal control of parabolic
equations is formulated.

REMARK 2.10. In the case of control problems with state con-
straints it is more difficult to derive the optimality conditions, mainly
in the case of pointwise state constraints, for instance |y(z)| < 1 for
every x € (). In fact this is an infinity number of constraints, one
constraint for every point of €). The reader is referred to Bonnans and
Casas [4], [5], [8].

It is possible to give an optimality system without making any de-
rivative with respect to the control of the functions involved in the
problem. These conditions are known as Pontryagin Maximum Princi-
ple. This result, first stated for control problems of ordinary differential
equations (see [40]), has been later extended to problems governed by
partial differential equations; see Bonnans and Casas [7], [8], Casas
[13], [15], Casas, Raymond and Zidani [28], [29], Casas and Yong
[31], Fattorini [34], Li and Yong [37]. This principle provides some
optimality conditions more powerful than those obtained by the gen-
eral optimization methods. In particular, it is possible to deduce the
optimality conditions in the absence of convexity of the set of controls
K and differentiability properties with respect to the control of the
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functionals involved in the control problem. As far as I know in [29]
the reader can find the most general result on the Pontryagin principle
for control problems governed by partial differential equations.

Difficulties also appear to obtain the optimality conditions in the
case of state equations with more complicated linearities than those
presented in these notes. This is the case for the quasilinear equations;
see Casas y Ferndndez [19], [20]. Sometimes the non linearity causes
the system to have multiple solutions for some controls while for other
there is no solution; see Bonnans and Casas [6] and Casas, Kavian
and Puel [21]. A situation of this nature, especially interesting by
the applications, is the one that arises in the control of the Navier-
Stokes equations; see Abergel and Casas [1], Casas [14], [16] and Casas,
Mateos and Raymond [25].

2.2. Second Order Optimality Conditions

Let @ be a local minimum of (P), 4 and @ being the associated state
and adjoint state respectively. In order to simplify the notation we will
consider the function

- oL, _ _ _
d(w) = 5 (2,9(2), 5(2)) + 2(2).

From (2.9) it follows

B 0 ae zeQifa<u(r)<p,
(2.12) dlx)=¢ >0 ae ze€Qifux)=q,
<0 ae zeQifulx)=7.
The following cone of critical directions is essential in the formula-
tion of the second order optimality conditions.

Cy = {v € L*(Q) satisfying (2.13) and v(z) = 0 if d(z) # 0},

(2.13) o(z) = { >0 ae zeQifu(z)=a,

<0 ae zeQifa(r)=20.

Now we can to formulate the necessary and sufficient conditions for
optimality.

THEOREM 2.11. Under the hypotheses (H1) and (H2), if u is a
local minimum of (P), then
(2.14) J"(w)v* >0 Yo € Cy.

Reciprocally, if u € K fulfills the first order optimality conditions (2.7)-
(2.9) and the condition

(2.15) J"(@)v® >0 Vv e Cy\ {0},
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then there exist 6 > 0 and € > 0 such that
) _
(2.16)  J(u) > J(u) + §Hu —l72q) Yu € KN B(a),

where B. () is the unit closed ball in L™= () with center at @ and radius
€.

PROOF. i)- Let us assume that u is a local minimum of (P) and
prove (2.14). Firstly let us take v € Cz N L*(£2). For every 0 < p <
b — a we define

v, () = 0 ifa<a(r)<a+p or f—p<ulr)<p,
PR w(z)  otherwise.
Then we still have that v, € Cyz N L>*(Q2). Moreover v, — v when
p — 0 in LP(Q) for every p < 400 and u + Av, € K for every A €
(0, p/||v|| oo (0] By using the optimality of @ it comes
J(u+ Av,) — J(u)
A
with 0 < 8, < 1. From this inequality and the following identity

, oL, _ - - _
T@, = [ (Gl (o). ate) +ple)u ) do = [ dwp(a)ds =0,
we deduce by passing to the limit when A — 0
0 < J"(u+ O\ vy v — J"(w)v?.

Now from the expression of the second derivative J” given by (2.5), we
can pass to the limit in the previous expression when p — 0 and get
that J”(u)v? > 0.

To conclude this part we have to prove the same inequality for any
v € Uy, not necessarily bounded. Let us take v in C; and consider

vr(x) = Proyj_i 4k (v(z)) = min{max{—k,v(z)}, +k}.

Then vy — v en L*(Q) and v, € Cy N L>®(2), which implies that
J"(w)v? > 0. Passing again to the the limit when k — +o00, we deduce
(2.14).

ii)- Now let us assume that (2.15) holds and prove (2.16). We argue
by contradiction and assume that for any k£ € N we can find an element
uy, € K such that

0<

A
= J'(@)v, + " (@ + r k0, ) v,

i | 1 i

Let us define

1
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By taking a subsequence if necessary, we can suppose that vy — v
weakly in L?(2). By using the equation (2.2) it is easy to check that

lim z, = klim G'(u)vy, = G'(w)v = 2 strongly in  Hy(Q) N L®(Q).

k—o0

On the other hand, from the properties of L established in the hypoth-
esis (H1) we get for all 0 < 65, < 1

" (@ + Oxbyvr) — J"(W)]vi| <

(218)  Cll0k0kvkll ooy l[vell 2 () < Clluk = tll (@) — 0.

From (2.17) it comes

1 .
=l ey > Jue) = J(@) = (@ + ) = (@) = 6T (@oi+

52 62
(2.19) fJ”(l_L + dekvk)v,% > EkJ”(l_b + dekvk)v,f

The last inequality follows from (2.9) along with the fact that u; € K
and therefore

O (W)vy = J'(0)(up, — 1) = /ch(x)(uk(m) —u(x))dx > 0.

From the strong convergence z, — z in L*®({2), the weak con-
vergence v, — v in L*(Q), the expression of J” given by (2.5), the
hypothesis (H2), (2.18) and the inequality (2.19) we deduce

J"(w)v? < lign inf J”(u)v; < limsup J”(a)vi <

k—oo

limsup [[J”(@ + O0pvi) — J" (@)]vp|+

k—oo

: 1"/~ 2 . 2
(2.20) limsup J"(u + 000k )v;, < limsup = 0.

k—o00 k—o0

Now let us prove that J”(#)v? > 0 to conclude that J”(u)v? = 0. For
it we are going to use the sufficient second order condition (2.15). First
we have to prove that v € (3. Let us remark that every v satisfies
the sign condition (2.13). Since the set of functions of L?*(Q2) verifying
(2.13) is convex and closed, then it is weakly closed, which implies that
v belongs to this set and consequently it also satisfies (2.13). Let us see
that d(z)v(x) = 0. From (2.12) and (2.13) we get that d(x)v(z) > 0.
Using the mean value theorem and (2.17) we get
2
T(w) — J(@) = J' (7 + O (up — @) (ug — @) < 5_]:
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which leads to

/Q jd(z)v(z)| dv = /Qd(x)v(x) dzr = J' (@) =

1
lim J' (@ + O (uy — @))vp = lim —J" (@ + O (ux, — @))(ux — @) = 0.
k—0 k—0 51@
Thus we have that v € Cz. Therefore (2.15) and (2.20) is only possible
if v = 0. Combining this with (2.20) it comes
k;h—{go J"(w)vi = 0.
Once again using (H2) and the expression (2.5), we deduce from the

above identity and the weak and strong convergences of {vy} and {z}
respectively that

2L 2L
0 <A <lim inf/ %(a:, y, u)vi dr < limsup 9 (z,7,0)v; dv =
Q ou

k—o00 k—00 QO 8u2

lim J”(@)v; — lim
k—o0 k—o0

*L, ., &PL,
0 8_342(I’ y7u)2k + w(l‘,y, u)vkzk
—¢¢"(§)z] dx =0,

which provides the desired contradiction. O

We will finish this chapter by proving a very important result to
deduce the error estimates of the approximations of problem (P).

THEOREM 2.12. Under the hypotheses (H1) and (H2), if u € K
satisfies (2.7)-(2.9), then the following statements are equivalent

(2.21) J"(@)v* >0 Yo e Cy\ {0}

and

(2.22) 36>0y3Ir >0/ J" (@ > d|vllizq Yo € CF,
where

CT = {v € L*(Q) satisfying (2.13) and v(x) = 0 if |d(x)] > 7}.

PRrROOF. Since Cy C CF for all 7 > 0, it is obvious that (2.22)
implies (2.21). Let us prove the reciprocal implication. We proceed by
contradiction and assume that for any 7 > 0 there exists v, € C7 such
that J"(@)v? < 7|72 Dividing v- by its norm we can assume
that

(2.23) lv-llz2 =1, J"(@)v2 <7 and v, — ven L*(1).
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Let us prove that v € C;. Arguing as in the proof of the previous
theorem we get that v satisfies the sign condition (2.13). On the other
hand

Jlawp@as = [ i) -

lim [ d(z)v,(z)dx = lim d(x)v(z)dz <
0 Ja 70 S Jd(w) <

nnéT/ o, (@)] dir < lim 7/m(@) o, 2y = 0.
T— Q T—

which proves that v(z) = 0 if d(x) # 0. Thus we have that v € Cj.
Then (2.21) implies that either v = 0 or J”(a)v? > 0. But (2.23) leads
to
J"(@)v* < lim i(I)lf J"(@)v? < limsup J” (u)v? < 0.
T T—0
Thus we conclude that v = 0. Once again arguing as in the proof of
the previous theorem we deduce that
2

< 1 v — —\ 2 — 1 (N2
0<AL llir(l] o (x,y,u)v;dx PL%J (a)vz
0L 0L
71_2% 0 [8_3/2 (J:a Y, ﬂ)'zz + ayau (ZL‘, Ys ﬂ)UTZT - @le(g)zg dr = 07
Which leads to the desired contradiction. J

REMARK 2.13. The fact that the control u appears linearly in the
state equation and the hypothesis (H2) have been crucial to deduce
the second order optimality conditions proved in this chapter. As a
consequence of both assumptions, the functional J”(u) is a Legendre
quadratic form in L?(Q), which simplifies the proof, allowing us to
follow the method of proof used in finite dimensional optimization; see
Bonnans and Zidani [9]. In the absence of one of these assumptions,
the condition (2.15) is not enough to assure the optimality; see Casas
and Troltzsch [30] and Casas and Mateos [22].



CHAPTER 3

Numerical Approximation

In order to simplify the presentation we will assume that €2 is con-
Vex.

3.1. Finite Element Approximation of (P)

Now we consider a based finite element approximation of (P). As-
sociated with a parameter h we consider a family of triangulations
{71} n>0 of Q. To every element T' € 7T}, we assign two parameters p(7T)
and o(T), where p(T) denotes the diameter of 7" and o(7') is the di-
ameter of the biggest ball contained in T'. The size of the grid is given
by h = maxrer, p(T'). The following usual regularity assumptions on
the triangulation are assumed.

(1) - There exist two positive constants p and o such that

pT) _ b

=~ 0, =
o(T) p(T)
for every T' € 7, and all h > 0.

(i1) - Let us set Qy = Urer, T, Q4 and T, its interior and boundary
respectively. We assume that the vertices of 7j, placed on the boundary
I';, are points of I'. From [41, inequality (5.2.19)] we know

(3.1) measure(€) \ Q) < Ch®.
Associated to these triangulations we define the spaces

Up ={u € L=(Q4) | ur is constant on each T € 7},

Vi = {yn € C(Q) | ynyr € Py, for every T € Tj,, and y, = 0 in Q\ Q4 },

where P; is the space formed by the polynomials of degree less than
or equal to one. For every u € L*(Q), we denote by y;(u) the unique
element of Y}, satisfying

(3:2) a(yh(U)>qh)+A¢(yh(U))qh dw:/Quqh dx Vay € Yy,

25
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where a : Y}, X Y, — R is the bilinear form defined by
a(Yn, qn) = /(Z ij () O, Y () O, qn () + ao(x)yn(z)qn(x)) da.
Q=1

In other words, yy(u) is the discrete state associated with u. Let us
remark that v, = 2z, = 0 on \ Qp,, therefore the above integrals can
be replaced by the integrals in €. Therefore the values of u in '\ €,
do not contribute to the computation of y,(u), consequently we can
define yp,(uy) for any uy, € Up,. In particular for any extension of wuy, to
2, the discrete state y,(u) is the same.

The finite dimensional approximation of the optimal control prob-
lem (P) is defined in the following way

min Jy(up) = [o L(@,yn(un)(z), un(z)) dz,
(Pr) < such that (yn(un),un) € Yy, x Up,
a<up(r) <[ ae x€ Q.

Let us start the study of problem (Pj) by analyzing the differentia-
bility of the functions involved in the control problem. We just enounce
the differentiability results analogous to the ones of §2.1.

PROPOSITION 3.1. For every u € L*(2), problem (3.2) has a
unique solution yy(u) € Yy, the mapping Gy, : L>®(2) — Y}, defined by
Gr(u) = yn(u), is of class C* and for allv,u € L>®(Q), z,(v) = G} (u)v

1s the solution of

(3.3) a(Zh(U)th)+/Q¢,(yh(u))2h(v)% d$=/ﬂv% dr Vg, € Yy

Finally, for every vi,vy € L®(Q), zp(vi,v9) = G"(u)vive € Y}, is the
solution of the variational equation:

(3.4)  alzn, qn) + / &' (yn(w)) zngn do + / ¢" (yn(w))zn12r2gndz =0
Q Q
Yan € Yy, where zp; = G (u)v;, i = 1,2.

PROPOSITION 3.2. Functional J, : L®(Q2) — R is of class C?.
Moreover for all u,v,vy,ve € L>(2)

5 = [ (Gt + o)) v

and
y %L
R = [ |52 @) (o))
Q Oy
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a((;aLu (2, yn(u), w)[zn(v1)ve + 25 (v2)v1]+
30 %@’ yn(w), w)vive — op(w)¢" (yn(u))zni2ne | da

where yp(u) = Gp(u) and pp(u) € Yy is the unique solution of the
problem

(g, on(1)) + / &' (yn () ) () de =

oL

/Q ). 0)gn ds gy € i,

with zp; = G (w)vy, i = 1,2.

(3.7)

We conclude this section by studying the existence of a solution
of problem (P}) and establishing the first order optimality conditions.
The second order conditions are analogous to those proved for prob-
lem (P) and they can be obtained by the classical methods of finite
dimensional optimization.

In the sequel we will denote

Kh:{uhEUhZQSUMTSﬁ \V/TG%}

THEOREM 3.3. For every h > 0 problem (Py) has at least one
solution. If uy, is a local minimum of (Py,), then there exist yn, ¢n € Yy
such that

(3.8) algn @) + / O(0n)an(x) d = / an(2)gn(x) dz Vg € Vi,

oL
(3.9) alqn, on) + / &' (Gn) Pran dx = a—y(l‘;ﬂhaﬂh)% dx Vg, € Yy,
Q Q

oL
(310)/ {@h + a—(%,gh,fbh)} (uh — ﬁh)dl’ > 0 Yuy, € K.
Q U

ProoF. The existence of a solution is an immediate consequence
of the compactness of K, in U, and the continuity of J, in K;. The
optimality system (3.8)-(3.10) follows from Lemma 2.1 and Proposition
3.2. O

From this theorem we can deduce a representation of the local min-
ima of (Pj) analogous to that obtained in Theorem 2.5.
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THEOREM 3.4. Under the hypotheses (H1) and (H2), if uy is a
local minimum of (Pr,), and y, and @ are the state and adjoint state
associated to uy, then for every T € Ty, the equation

.11) [ 1) + 5w (o). 0] do =0,

has a unique solution t = 5p. The mapping 5, € Uy, defined by Spr =
St, is related with uy by the formula

(3.12)  ap(x) = Pr’oj[a’m(gh(x)) = max(«a, min(3, 5,(x))).

PROOF. The existence of a unique solution of (3.11) is a conse-
quence of hypothesis (H2). Let us denote by ur the restriction of uy,
to T'. From the definition of Uy and (3.10) we deduce that

L
/ {QDh + Z—u(x,yh,uT)} dx(t —up) >0 Vt € [a, 5] and VT € 7p,.
T

From here we get

OL
a<ur<p :/{@th—(x,gh,aT)} de =0 = up = 57,
T 3u
'ELT: :}/{ xy;”uT)} dr <0 = ur < 57,
Uy = « :/{ xyh,uT)}dx20$ ur > Sr,
which implies (3.12). O

3.2. Convergence of the Approximations

In this section we will prove that the solutions of the discrete prob-
lems (Pj) converge strongly in L*°(€2;,) to solutions of problem (P). We
will also prove that the strict local minima of problem (P) can be ap-
proximated by local minima of problems (P). In order to prove these
convergence results we will use two lemmas whose proofs can be found

in [2] and [23].

LEMMA 3.5. Let (v,vy) € L®(Q) x Uy, satisfy ||v||Le@) < M and
vl oo,y < M. Let us assume that y, and yn(vy) are the solutzons of
(1.1) and (3.2) corresponding to v and vy, respectively. Moreover let ¢,
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and pp(vy) be the solutions of (2.6) and (3.7) corresponding to v and
vy, respectively. Then the following estimates hold

(3-13) lyo — yn(vr) [l a1 (@) + |00 — on(vn) | m1 ) < C(h+ v —vnllz20p)),
(3.14) [lyo — yn(vn) | 220 + 100 — ()l 2y < C(A* +|Jv —vnllr2(0n));

(3.15) |y — yn(vn) |l L= (9) + |00 — on(vn) l= (@) < C(h+|[v—vnllL2(0y)),
where C'= C(Q,n, M) is a positive constant independent of h.

Estimate (3.15) was not proved in [2], but it follows from [2] and the
uniform error estimates for the discretization of linear elliptic equations;
see for instance Schatz [43, Estimate (0.5)] and the references therein.

LEMMA 3.6. Let {un}nso be a sequence, with u, € Ky, and up, — u
weakly in L' (), then yp(up) — yu and @p(up) — @ in HY(Q) N C(Q)
strongly. Moreover J(u) < liminf,_o Jp(up).

Let us remark that uy, is only defined in €2, then we need to precise
what uj, — u weakly in L'() means. It means that

wuhdxﬁ/wudx Vi € L*°(Q).
o Q

Since the measure of Q \ €, tends to zero when h — 0, then the above
property is equivalent to

/wﬂhdxﬁ/wudx Vi € L(9)
Q Q

for any uniformly bounded extension j, of u; to 2. Analogously we
can define the weak* convergence in L>(€2).

THEOREM 3.7. Let us assume that (H1) and (H2) hold. For every
h > 0 let uy be a solution of (Py). Then there exist subsequences of
{tp }n=0 converging in the weak® topology of L>(2), that will be denoted
in the same form. If u, — u in the mentioned topology, then 4 is a
solution of (P) and the following identities hold

(3.16) }llin% Jp(up) = J(u) = inf(P) and }llin% |2 — @n|| Lo,y = 0.

PRrRoOOF. The existence of subsequences converging in the weak*
topology of L>(2) is a consequence of the boundedness of {up}n>o0,
a < ap(x) < G for every h > 0 and = € €. Let @ be a limit point of
one of these converging subsequences and prove that @ is a solution of
(P). Let @ be a solution of (P). From Theorem 2.5 we deduce that @ is
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Lipschitz in Q. Let us consider the operator IIj, : L*(Q) — U}, defined
by
1
I1 = — dx VT €T,
ht| 7 (T /Tu(:r;) x h

Let up = Ilu € Uy, it is easy to prove that
1t — up| L) < Agh,
where A; is the Lipschitz constant of 4. By applying Lemmas 3.5 and

3.6 we get

J(u) < lirhn iélf Jp(ty) < limsup Jy, (1) <
- h—0

< limsup Jy,(up) = J(a) = inf (P) < J(u),
h—0

which proves that @ is a solution of (P) and
}llin%) Jp(ap) = J(u) = inf(P).

Let us prove now the uniform convergence @, — . From (2.11) and
(3.12) follows

18 = Gl (,) < IS = SnllL@n);
therefore it is enough to prove the uniform convergence of {sp,}n0 to
5. On the other hand, from (3.11) we have that

_ oL, _ _

[ lonta) + 5w, ) do = 0.
T u

From this equality and the continuity of the integrand with respect to

x it follows the existence of a point & € T such that

.17 Pu(Er) + 9 r, TalEr),5u(er) = 0.

Given x € Qy, let T' € 7T, be such that x € T. Since 5, is constant in
each element T

[5(x) = 8n(2)] < |5(z) = 5(&r)| + |5(&7) — S (&r)| <

Asle = &l + |5(&r) — 5n(ér)| < Ash + [5(8r) — Su(&r)l,
where Az is the Lipschitz constant of 5. Thus it remains to prove
the convergence s,(&7) — 5(&r) for every T. For it we will use again
the strict positivity of the second derivative of L with respect to u
(Hypothesis (H2)) along with (3.17) and the fact that s(x) is the
solution of the equation (2.10) to get

oL oL

Al5(&r) — sn(8r)| < %<€T7gh(£T)7§(§T)) - %(fT,ﬂh(fT)a 5p(ér))| <
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Z—j(gT, gn(€r), 5(ér)) — 2—5@, y(ér); §<€T>>\ t+
'g—z(&mg(&)a 3(ér)) — g—z(fT,ﬂh(fT)y Eh(fT))‘ =

O (. mn(en). 5(60)) — 2 (er. (er). )

thanks to the uniform convergence g, — ¢ and ¢, — ¢ (Lemma 3.6).
O

+[@(&r) — @n(ér)] — 0

In a certain way, next result is the reciprocal one to the previous
theorem. The question we formulate now is wether a local minimum
u of (P) can be approximated by a local minimum wu; of (Pj). The
answer is positive if the local minimum w is strict. In the sequel, B,(u)
will denote the open ball of L*°(2) with center at u and radius p. B,(u)
will denote the corresponding closed ball.

THEOREM 3.8. Let us assume that (H1) and (H2) hold. Let @ be
a strict local minimum of (P). Then there exist € > 0 and hy > 0 such
that (Py) has a local minimum u, € B:(u) for every h < hy. Moreover
the convergences (3.16) hold.

PRrROOF. Let € > 0 be such that u is the unique solution of problem

(P.) { min J(u)

u € KN B.(1).

Let us consider the problems

(Ph) { min J, (up)

he up € K N Bg(ﬂ).

Let IIj, : L'(2) — U, be the operator introduced in the proof of the
previous theorem. It is obvious that IT,u € K, N B.(u) for every h
small enough. Therefore K;, N B.(%) is non empty and consequently
(Pye) has at least one solution #,. Now we can argue as in the proof
of Theorem 3.7 to conclude that ||t — @||L=(q,) — 0, therefore u, is
local solution of (Pj) in the open ball B.(u) as desired. O

3.3. Error Estimates

In this section we will assume that (H1) and (H2) hold and u will
denote a local minimum of (P) satisfying the sufficient second order
condition for optimality (2.15) or equivalently (2.22). {up}n>o will
denote a sequence of local minima of problems (Pj) such that ||u —
Up||Lo(0,) — 0; remind Theorems 3.7 and 3.8. The goal of this section
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is to estimate the error @ — @, in the norms of L?*(£;,) and L>(Q,)
respectively. For it we are going to prove three previous lemmas.

For convenience, in this section we will extend u;, to €2 by taking
up(x) = u(x) for every x € .

LEMMA 3.9. Let 6 > 0 be as in Theorem 2.12. Then there exists
ho > 0 such that

)
(3.18) 5Ha — nl| T2, < (J'(Un) = J'(@))(an — w) Yh < hg.

PROOF. Let us set
- oL
d = —
n(2) ou

and take 6 > 0 and 7 > 0 as in Theorem 2.12. We know that dp,
converge uniformly to d in 2, therefore there exists h, > 0 such that

(@, gn(2), un(2)) + @n()

- T
(319) Hd — thLOO(Q) < Z Vh < h,.

For every T' € 7;, we define

Ir = / dp(z) da.
T
From (3.10) follows

_ |_ o if It >0
YnlT=13 3 if Iy <O.

Let us take 0 < h; < h, such that
|d(z2) — d(z1)] < i if |2y — 2] < by
This inequality along with (3.19) imply that
if geTanch(g)>r;»Jh(:c)>% VzeT, VT €T, Yh<h,

hence Ir > 0, therefore uy, |r= «, in particular @, (§) = «. From (2.12)
we also have 4(¢) = a. Then (1), — u)(€) = 0 whenever d(¢) > 7 and
h < h;. We can prove the analogous result when d(¢) < —7. On the
other hand, since a < u,(z) < f, it is obvious (u, — @)(z) > 0 if
u(r) = a and (up, — u)(x) < 0 if u(z) = F. Thus we have proved that
(ap, —u) € CT, remember that u = @y in 2\ ;. Then (2.22) leads to

(3.20) J"(u)(ay —u)?* > &||un — a||iz(m = 0||lap — a||i2(9h) Vh < hy.
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On the other hand, by applying the mean value theorem, we get for
some 0 < 6, < 1 that

(' (@) = J'(@)(an — @) = J"(@ + On(ay, — @) (a — 1)* >

(J" (@ + Op(ap — 0)) — J" (@) (ay — a)* + J"(a)(a, — 0)* >
(0 = [1J"(@ + On(an — @) — J" @) an — @l 72(q)-
Finally it is enough to choose 0 < hg < h; such that

1"(— — — 1"(— 0
1@+ 6 (n — @) = J"@)]| < 5 Vh < hg

to deduce (3.18). The last inequality can be obtained easily from the
relationship (2.5) thanks to the uniform convergence (@p, yn,un) —
(@, 9y, u) and hypothesis (H1). d

The next step consists in estimating the convergence of J; to J'.

LEMMA 3.10. There exists a constant C' > 0 independent of h such

that for every uy, us € K and every v € L*(Q) the following inequalities
are fulfilled

(3:21)  [(Jp(uz) = J'(wa))o| < C{h+ luz — will 2o } vl 22(e)-

PROOF. By using the expression of the derivatives given by (2.4)
and (3.5) along with the inequality (3.1) we get

! !/ L
i) = )l < [ |5 ) + ool do <

ANQp,

<g—§(x,yh(u2),uQ) + gOh(uQ)) — <g—§(:v,yu“ul) + s%)

lv| dx <

J,
C{h+ [len(ua) = @uill 2 + lyn(uz) = yu 2 } 0]l 22() -
Now (3.21) follows from the previous inequality and (3.14). O

A key point in the derivation of the error estimate is to get a good
approximate of u by a discrete control u, € K satisfying J'(a)u =
J'(w)up,. Let us define this control w, and prove that it fulfills the
required conditions. For every T' € 7}, let us set

Iy = /T d(x) dz.
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We define w, € U, with upr = wyr for every T € 7, given by the

expression
1 _
—/d(x)a(a:) de si Ir #0
Ir Jr

(3.22) unr =
1

m/Tfa(gc)dyc si Iy =0.

We extend this function to Q by taking u,(z) = u(z) for every
x € Q\ Q. This function wuy, satisfies our requirements.

LEMMA 3.11. There exists hg > 0 such that for every 0 < h < hg
the following properties hold
(1) up € Ky,
(2) J'(w)u = J'(a)up.
(3) There exists C' > 0 independent of h such that
)

(323 ||ﬂ — uh||Loo(Qh) S Ch.

PRrROOF. Let A; > 0 be the Lipschitz constant of u and let us take
ho = (6 — a)/(2A3), then for every T' € 7, and every h < hy

00—«
2

|a(&2) —u(&r)] < Aalée — & < Agh <

which implies that @ cannot take the values a and ( in a same element
T for any h < hg. Therefore the sign of d in T must be constant thanks
to (2.12). Hence Iy = 0 if and only if d(z) = 0 for all x € T. Moreover
if I+ # 0, then d(z)/Ir > 0 for every x € T. As a first consequence
of this we get that a < upr < 3, which means that u;, € K;. On the

other hand

J'(@)up = /Q - d(z)iy(x) dz + > ( /T d(x) dx) Unr

v§17€2 S T

Finally let us prove (3.23). Since the sign of d(z)/Ir is always non
negative and d is a continuous function, we get for any of the two
possible definitions of w7y the existence of a point & € T such that
wpr = u(§;). Hence for all z € T

[a(z) — un(2)] = |a(z) — upr| = |a(z) — a(¢’)] < Aale — & < Agh,
which proves (3.23). O

Finally we get the error estimates.
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THEOREM 3.12. There exists a constant C' > 0 independent of h
such that

(3.24) i — ]| 20y < Ch.

Proor. Taking u = 4y, in (2.9) we get

(3.25) J'(@)(uy, —u) = / (@ + a—L(x, 7, ﬂ)) (tp, — u)dz > 0.

ou
Q
From (3.10) with wuy, defined by (3.22) it follows

S () (up, — un) = /

oL
(@h + —(x>§h>ﬂh)) (up, — ap) dz >0,
Q

ou
then
(3.26) Iy (@n) (@ — ap) + Jy(ap) (up, — @) > 0.
Adding (3.25) and (3.26) and using Lemma 3.11-2, we deduce
(J' (@) = Jy(un)) (@ —wp) < Jp(un)(un —w) = (Jy(un) = J'(@)) (un — ).
For h small enough, this inequality along with (3.18) imply
o

Sl =l < (J'(@) = J'(an)) (@ — ) <

(Jp(an) = J'(un)) (@ —ap) + (J'(un) — J'(@)) (un — w).
Using (3.21) with uy = uy = 1, and v = @ — 4y, in the first addend

of the previous line and th expression of J' given by (2.4) along with
(3.14) for v = u and v, = Uy, in the second addend, it comes

o, o
Sl = nllzz ) < Crblla — a2+

Cy (h2 + ||ﬂ — ’L_Lh||L2(Q)) ||ﬂ — Uh”L2(Q).
From (3.23) and by using Young’s inequality in the above inequality

we deduce

o,  _ o,  _
ZHU — pll72(q,) = ZHU — Unll72(q) < Csh?

which implies (3.24). O
Finally let us prove the error estimates in L>(€2).

THEOREM 3.13. There exists a constant C' > 0 independent of h
such that

(3.27) @ — @) < Ch.
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PROOF. Let &1 be defined by (3.17). In the proof of Theorem 3.3
we obtained

18 = | Lo,y < 15— Snlle(@,) < Ash+

mae |2 e g (er). 5t60)) — O er. ), (60| + 18(60) — @n(En)]

Using the hypothesis (H1), (3.15) and (3.24) we get
1@ — tnllzoe@n) < Ash + CU7 = Gnll=@) + 1€ — Pnllze@) <

Ash + C(h + ||t — Gnl[2(0,)) < Ch.
O

REMARK 3.14. Error estimates for problems with pointwise state
constraints is an open problem. The reader is referred to Deckelnick
and Hinze [32] for the linear quadratic case, when one side pointwise
state constraints and no control constraints. The case of integral state
constraints has been studied by Casas [17].

In Casas [18], the approximation of the control problem was done by
using piecewise linear continuous functions. For these approximations
the error estimate can be improved.

The case of Neumann boundary controls has been studied by Casas,
Mateos and Troltzsch [26] and Casas and Mateos [24]. Casas and
Raymond considered the case of Dirichlet controls [27].
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Abstract. We study the numerical approximation of boundary optimal control problems governed by semilinear
elliptic partial differential equations with pointwise constraints on the control. The analysis of the approximate
control problems is carried out. The uniform convergence of discretized controls to optimal controls is proven
under natural assumptions by taking piecewise constant controls. Finally, error estimates are established and some
numerical experiments, which confirm the theoretical results, are performed.
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1. Introduction

With this paper, we continue the discussion of error estimates for the numerical approxi-
mation of optimal control problems we have started for semilinear elliptic equations and
distributed controls in [1]. The case of distributed control is the easiest one with respect to
the mathematical analysis. In [1] it was shown that, roughly speaking, the distance between
a locally optimal control # and its numerical approximation ii;, has the order of the mesh
size h in the L?-norm and in the L>-norm. This estimate holds for a finite element ap-
proximation of the equation by standard piecewise linear elements and piecewise constant
control functions.

The analysis for boundary controls is more difficult, since the regularity of the state
function is lower than that for distributed controls. Moreover, the internal approximation of
the domain causes problems. In the general case, we have to approximate the boundary by a

*The first two authors were supported by Ministerio de Ciencia y Tecnologia (Spain). The second author was also
supported by the DFG research center “Mathematics for key technologies” (FZT86) in Berlin.
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polygon. This requires the comparison of the original control that is located at the boundary
" and the approximate control that is defined on the polygonal boundary I';,. Moreover, the
regularity of elliptic equations in domains with corners needs special care. To simplify the
analysis, we assume here that  is a polygonal domain of R?. Though this makes the things
easier, the lower regularity of states in polygonal domains complicates, together with the
presence of nonlinearities, the analysis.

Another novelty of our paper is the numerical confirmation of the predicted error esti-
mates. We present two examples, where we know the exact solutions. The first one is of
linear-quadratic type, while the second one is semilinear. We are able to verify our error
estimates quite precisely.

Let us mention some further papers related to this subject. The case of linear-quadratic
elliptic control problems approximated by finite elements was discussed in early papers
by Falk [11], Geveci [12] and Malanowski [25], and Arnautu and Neittaanméki [2], who
already proved the optimal error estimate of order / in the L2-norm. In [25], also the case of
piecewise linear control functions is addressed. For some recent research in the case of linear
quadratic control problems, the reader is referred to Hinze [17] and Meyer and Rosch [27].

In the paper [8], the case of linear-quadratic elliptic problems was investigated again
from a slightly different point of view: It was assumed that only the control is approximated
while considering the elliptic equation as exactly solvable. Here, all main variants of elliptic
problems have been studied—distributed control, boundary control, distributed observation
and boundary observation. Moreover, the case of piecewise linear control functions was
studied in domains of dimension 2. Finally, we refer to [7], where error estimates were
derived for elliptic problems with integral state constraints.

There is an extensive literature on error estimates for the numerical approximation of
optimal control problems for ordinary differential equations and an associated abstract
theory of stability analysis. We mention only Hager [14], Dontchev and Hager [9], Dontchev
et al. [10] and Malanowski et al. [26]. We also refer to the detailed bibliography in [10]
and to the nicely written short survey given by Hager in [15]. One way to perform the error
analysis is to apply ideas from this abstract theory to the case of PDEs. In our former paper
[1] we have partially done this by adopting a well known perturbation trick that permits to
derive optimal error estimates.

Here, we apply a new, quite elegant and completely different technique that essentially
shortens the presentation. It does not rely on the available abstract perturbation analysis.

2. The control problem

Throughout the sequel, 2 denotes an open convex bounded polygonal set of R? and I is
the boundary of €. In this domain we formulate the following control problem

inf J(u) = / L(x, y,(x))dx + / I(x, yu(x), u(x))do(x)
Q r

(P) subject to (y,, u) € H'(Q) x L®(),
uelU™={uel®D)|a<ukx)<paexel},

(yu, u) satisfying the state equation (2.1)
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—Ay,(x) = ap(x, y,(x)) in Q

(2.1)
Oy yu(x) = bo(x, yu(x)) +u(x) onT,

where —00 < @ < B < 400. Here u is the control while y, is said to be the associated
state. The following hypotheses are assumed about the functions involved in the control
problem (P):

(A1) The function L : 2 x R — R is measurable with respect to the first component, of
class C? with respect to the second, L(-, 0) € L'(2) and for all M > 0 there exist a
function ¥,y € LP(2) (p > 2) and a constant C,_y > O such that

oL 9°L

—— Y| =VYmx), |0y = Cru,

dy dy
82L( ) 82L( )| = CrLuml I
—5 X, - 5, = - )
9y2 Y2 9,2 M LMIY2 = V1

fora.e. x,x; € Qand |y|, |y;| <M,i =1,2.

(A2) The function/ : I' x R?> — R is measurable with respect to the first component, of
class C? with respect to the second and third variables, /(x, 0, 0) € L'(I") and for all
M > 0 there exists a constant C; j; > 0 and a function ¥ py € LP(I") (p > 1) such
that

<Yimx), |D} &y 0| < Cru,

Bl( )
—(x,y,u
ay Y

< Ciulx — x1l,

81( ) 81( )
— W2, y,u) — — (X1, y,u
on 2,y I Yy

| D2, .l x. y2. u2) = DE, 1, yioun)|| < Cru(ly2 — yil + lua — uy ),

for a.e. x,x; € T and |y|, |yil, lu], lu;] < M,i = 1,2, where D(zy,u)l denotes the
second derivative of / with respect to (y, ). Moreover we assume that there exists
m; > 0 such that

2

ﬁ(x, y,u)>m;, ae.x € and(y,u)e R2.

u
Let us remark that this inequality implies the strict convexity of / with respect to the
third variable.

(A3) The function a¢ : 2 x R — R is measurable with respect to the first variable and of
class C? with respect to the second,

9
ao(-, 0) € LP(Q) (p > 2), %(x, y)<0 ae.xeQandyeR
y
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and for all M > O there exists a constant C,, s > 0 such that

861() 32610

g(x, |+ B—yz(x’ M| < Com ae.xeQand|y| <M,
32610 32610

8—))2()5, ) — 8—))2()5, y| < Cap,mly2 — ¥1

ae.x € Qand |y, |y2| < M.

(A4) The function by : ' x R — R is Lipschitz with respect to the first variable and of
class C? with respect to the second, by(-, 0) € wi=1/p-P(T), with p>2,

dbg

—(x, <0
ay(xy)_

and for all M > 0 there exists a constant Cj, » > 0 such that

3bo( )|+ azb()( )| <c

— X, -— X, = s

3y y 92 y bo, M

9%bg 9%bg

B—yz(x’ y2) — B—yz(x’ Y| = Choomly2 — 1l

forall x € T" and |y|, |y1], [y2] < M.

(A5) At least one of the two conditions must hold: either (dag/dy)(x,y) < 0in Eq x R
with Eq C Q of positive n-dimensional measure or (dby/dy)(x, y) < Oon Er x R
with Er C T of positive (n — 1)-dimensional measure.

Before finishing this section let us study the state equation (2.1).

Theorem 2.1. For every u € L*(T) the state equation (2.1) has a unique solution y, €

H3'2(Q), that depends continuously on u. Moreover, there exists py > 2 depending on the

measure of the angles in T' such that u € W'=VP-P(T") with some 2 < p < pqo implies
2,p

Yu € WHP(Q).

Proof: Due to the Assumptions (A3)—(AS), it is classical to show the existence of a
unique solution y, € H'(Q) N L>®(K2). From the Assumptions (A3)—(A4) we also deduce
that ao(-, y,(-)) € L*(Q) and u — by(-, y,(-)) € L*(I"). In this situation Lemma 2.2 below
proves that y, € H¥*(Q).

Let us verify the W2P(Q) regularity. It is known that H3(Q) ¢ WH*(Q); see for
instance Grisvard [13]. Therefore, the trace of y, belongs to the space Wi=V44T) [13,
Theorem 1.5.13]. From the Lipschitz property of by with respect to x and y, we deduce that
bo(-, yu(-)) € WI=1/44(T") too. Now Corollary 4.4.3.8 of Grisvard [13] yields the existence
of some py € (2, 4] depending on the measure of the angles in I' such that y, € W>7()
for any 2 < p < po provided that u € W'~1/P-P(I"). We should remind at this point that we
have assumed 2 to be convex. O
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Lemma 2.2. Let us assume that f € L*(Q) and g€ LX) satisfy that
/ fx)dx + f gx)do(x) =0.
Q r

Then the problem

{ —Ay=f inQ 02

hy=4¢g onT

has a solution y € H3/*(Q) that is unique up to an additive constant.

Proof: It is a consequence of Lax-Milgram Theorem’s that (2.2) has a unique solution
in H'(Q) up to an additive constant. Let us prove the H3/?($2) regularity. To show this we
consider the problem

—Ayy=f inQ
y=0 onTl.

Following Jerison and Kenig [19], this problem has a unique solution y; € H3¥*(Q).
Moreover, from Ay, € L?(Q) and y; € H¥?(Q) we deduce that 3, y; € L*(T"); see Kenig
[21].

From the equality

/(g—avyl)doz—/fdx—/avyldaz—/fdx—/Ayldx=O
r Q r Q Q

we deduce the existence of a unique solution y, € H'(Q) of

—Ay, =0 in Q
Oy =g— 0 onT

/yzdx=/(y—y1)dx.
Q Q

Once again following Jerison and Kenig [18] we know that y, € H 3/2(Q). Now it is easy
to check that y = y; + y» € H¥?*(Q). O

Let us note that H*/%(Q) C C(2) holds for Lipschitz domains in R?. As a consequence
of the theorem above, we know that the functional J is well defined in L*(I").

Remark 2.3. Tt is important to notice that, regarding to the control, the cost functional J
and the state equation are convex and linear respectively. These assumptions are crucial to
prove the existence of a solution of Problem (P) as well as to establish the convergence
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of the discretizations. Indeed using the convexity of / with respect to u, we can prove, as
in Casas and Mateos [7], the existence of at least one global solution of (P). The reader is
also referred to this paper to check the importance of this structure of (P) to carry out the
convergence analysis of the discretizations.

Let us discuss the differentiability properties of J.
Theorem 2.4. Suppose that assumptions (A3)—(A4) are satisfied. Then the mapping

G : L®(") — H¥*(Q) defined by G(u) = vy, is of class C2. Moreover, for all u,v €
L), z, = G'(w)v is the solution of

da
—Azy = —(x, Yu)Zv in Q
dy

dby (2.3)
aUZU = _(-xs yu)Zv +v onT.
dy
Finally, for every vy, v, € L®(), zy,0, = G"(w)v1v; is the solution of
dag 2(1() .
_AZUluz = g(xv yu)Zv1v2 + 8—)]2()(, yu)ZUIsz in Q
2.4)

82by

0y (X, Yu)Zv, 20, on T.

ab
avZu1U2 = a_yo(xs yu)Zvlvz +

where z,, = G'(u)v;,i =1, 2.

This theorem is now standard and can be proved by using the implicit function theorem;
see Casas and Mateos [6].

Theorem 2.5. Under the assumptions (A1)—(A4), the functional J : L*°(I") — R is of
class C?. Moreover, foreveryu, v, v;, vy € L¥()

J'wv = / (8—l(x, Vs U) + (p,,) vdo (2.5)
r 814

and

J// _ azL 82d0
(M)UIUZ - a—yz(-xa yu)Zmsz + Pu B—yz(x’ yu)Zv]sz dx
Q

9%l 9%l
+ ) a—yz(x, Yur W)Zu, 2oy + m(x, Yir 4)(2v, 02 + 20, 01)

2 3%by
+-— O, Y, Woiv2 + oy ——
ou?

3y2 (x, yu)zvlzvz] do (2.6)
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where z,, = G'(w)v;, i = 1,2, y, = G(u), and the adjoint state ¢, € H3%(Q) is the unique
solution of the problem

day JaL .
—A(p: —('xa yu)‘/’“‘—(x, )’u) an
dy ay
(2.7)
aby al
dp = =26 yu)¢ + 5o (6 yu, u) - on T

This theorem follows from Theorem 2.4 and the chain rule.
3. First and second order optimality conditions
The first order optimality conditions for Problem (P) follow readily from Theorem 2.5.

Theorem 3.1. Assume that @ is a local solution of Problem (P). Then there exist y, p €
H3(Q) such that

—Ay(x) = ap(x, y(x)) inQ

B N B (3.1)
0,¥(x) = bo(x, §(x)) + ii(x) onT,
 day _ _ AL
AP =—x, Y@+ —(x,y) inQ
dy dy
(3.2)

|
0o =—«yp+ —x,y,u) onl,
dy dy

[ (%(x, 3, ﬁ)—i—@)(u —i)do 20 Vue U, (33)

If we define
- ol _ B _
d(x) = a(x, V(x), u(x)) + @(x),

then we deduce from (3.3) that

0 fora.e. x eI’ where o < ii(x) < 83,
d(x)=14 >0 fora.e. x €I" where ii(x) = «, (3.4)

<0 forae.x el wherei(x)= 8.

In order to establish the second order optimality conditions we define the cone of critical
directions

Ci={ve L*(I) satisfying (3.5) and v(x) = 0 if |d(x)| > 0},
>0 forae.x € I' where ii(x) = «,
v(x) =

_ 3.5
<0 forae.x €I whereii(x) = 8.

Now we formulate the second order necessary and sufficient optimality conditions.
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Theorem 3.2. If it is a local solution of (P), then J"(it)v> > 0 holds for all v € Cj.
Conversely, if i € U satisfies the first order optimality conditions (3.1)~(3.3) and the
coercivity condition J" ()v? > 0 holds for allv € C;\{0}, then there exist§ > Oand e > 0
such that

Ju) = J (@) + 8llu — |7z, (3.6)

is satisfied for every u € U°? such that ||lu — it pe) < €.

The necessary condition provided in the theorem is quite easy to get. The sufficient
conditions are proved by Casas and Mateos [6, Theorem 4.3] for distributed control problems
with integral state constraints. The proof can be translated in a straightforward way to the
case of boundary controls. The hypothesis (8%//du?) > m; > 0 introduced in Assumption
(A2) as well as the linearity of u in the state equation is essential to apply the mentioned
Theorem 4.3. The same result can be proved by following the approach of Bonnans and
Zidani [5].

Remark 3.3. By using the assumption (3% /du®)(x, y, u) > m; > 0, we deduce from Casas
and Mateos [6, Theorem 4.4] that the following two conditions are equivalent:

(1) J"(it)v* > 0 for every v € C;\{0}.

(2) There exist 8§ > 0 and t > 0 such that J”(it)v?> > 8||v||i2(r) for every v € C}, where

C,={ve L*(IN) satisfying (3.5) and v(x) = 0 if |d(x)| > 7}.

It is clear that that C} contains strictly Cj , so the condition (2) seems to be stronger than
(1), but in fact they are equivalent.

We finish this section by providing a characterization of the optimal control # and
deducing from it the Lipschitz regularity of & as well as some extra regularity of y

and .

Theorem 3.4. Suppose that it is a local solution of (P), then for all x € T the equation
_ al
@(x) + a(x, yx), =0 (3.7)

has a unique solution t = 5(x). The mapping 5 : I' — R is Lipschitz and it is related with
it through the formula

i(x) = Projiy g(3(x)) = max{a, min{B, 5(x)}}. (3.8)

Moreover it € COY(T) and 3, p € W>P(Q) C C*N(Q) for some p > 2.
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Proof: Let us remind that 3, ¢ € H¥?*(Q) C C() because n = 2. We fix x € I" and
consider the real function g : R — R defined by

al
8(t) = @(x) + o (x, y(x). 1).
u

From assumption (A2) we have that g is C! with g’(t) > m; > 0 forevery ¢ € R. Therefore,
there exists a unique real number 7 satisfying g(f) = 0. Consequently § is well defined
and relation (3.8) is an immediate consequence of (3.4). Let us prove the regularity results.
Invoking once again assumption (A2) along with (3.7) and (3.8), we get forevery x, x, € T’

it (x2) — it(x1)]

10l ol
<[5(x2) —35(x1) = —‘—(XZ, y(x2), §(x1)) — ——(x2, ¥(x2), E(xl))‘
my | ou u

1 al al
< —{|¢(X2) —@x)| + ‘—(xh y(x1), $(x1) — —(x2, ¥(x2), E(xl))'}
my ou ou
< C{lx2 — x1| + |@(x2) — @(x1)| + [Y(x2) — (x|} (3.9

The embedding H 32(Q) ¢ WH4(Q) ensures that the traces of y and ¢ belong to the
space W1=1/44(T"), Exploiting that n = 2 and taking in this space the norm

lz(x2) — z(xp)[*
ro o —xl?

1/4
lzllwrmay = {nzu‘zm + f dU(xl)dG(xz)} :
r

the regularity i, 5 € W!=/44T)c W!'=V/r-/() (1 < p < 4) follows from (3.9). Now
Theorem 2.1 leads to the regularity y € W?(2). The same is also true for ¢. Indeed, it is
enough to use Corollary 4.4.3.8 of Grisvard [13] as in the proof of Theorem 2.1. Using the
embedding W27(Q2) ¢ C%'(2) and (3.9) we get the Lipschitz regularity of # and 5. O

4. Approximation of (P) by finite elements and piecewise constant controls

Here, we define a finite-element based approximation of the optimal control problem (P).
To this aim, we consider a family of triangulations {7;};-0 of Q : Q = Urez, T. This
triangulation is supposed to be regular in the usual sense that we state exactly here. With
each element T € 7, we associate two parameters po(7') and o (T'), where p(T) denotes the
diameter of the set T and o (T') is the diameter of the largest ball contained in 7. Let us define
the size of the mesh by & = maxre7, p(T'). The following regularity assumption is assumed.
(H)—There exist two positive constants p and o such that

o
o) = 7 pT) ~

hold forall T € 7, and all & > 0.
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For fixed » > 0, we denote by {Tj}N(h) the family of triangles of 7, with a side on the

j=1 " . o
boundary of I. If the edges of 7; N T are x{. and xljfl then [x{., x{fl] =T;,NI1<j<

N(h), with xlrv W+ x}. Associated with this triangulation we set

Up = {u € L>(T") | u is constant on every side (x%,xfl) forl < j < N(h)}.
Yy = {yn € CQ)lynr € P, forall T € T},

where P; is the space of polynomials of degree less than or equal to 1. Foreach u -~ (I),
we denote by y;,(#) the unique element of Y), that satisfies

a(yn(u), zp) = /

ao(x, yn(u)zp dx + /[bo(x, yi(w) +ulzpdx Yz, €Yy, (4.1)
Q r

where a : Y;, x Y, = Ris the bilinear form defined by
a(yn, 2p) = / Vyn(x)Vzup(x)dx.
Q

The existence and uniqueness of a solution of (4.1) follows in the standard way from the
monotonicity of ay and by. For instance, it can be deduced from [24, Lemma 4.3].
The finite dimensional control problem is defined by

min Jj (1) = / L, ya(un)() dx + / 1, Y ()(), 1 () dos (),
Pr) Q r
subject to (y,(up), up) € Y x U,
where

U = U, NU™ = {uy, € Upla < up(x) < pforall x € T'}.

Since J}, is a continuous function and U, [l‘d is compact , we get that (P,) has at least one
global solution. The first order optimality conditions can be written as follows:

Theorem 4.1.  Assume that ity, is a local optimal solution of (Py). Then there exist vy, and
on in Yy, satisfying

a(yn, zn) = / ao(x, yp)zp dx + /(bo(X, Yu) +in)zndx Vzp €Yy, 4.2)
Q r
_ 8a0 o JL _
a(@n, zn) = — (X, Yn)on + —(x, ¥n) |zn dx
o\ dy dy

0b al
+ f (—O(X, Yo + —(x, ¥, ﬁh))Zh do(x) Vz, €Yy, 4.3)
T ay ay
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ol
/ (@ + o T u,»)(uh — i) do(x) =0 Yu, € UM, (44)
r u

The following result is the counterpart of Theorem 3.4.

Theorem 4.2. Let us assume that iy, is a local solution of problem (Py,).Then for every
1 < j < N(h), the equation

Jj+l
r

Ry

has a unique solution 5;. The mapping 5, € Uy, defined by §,(x) = §; on every side
(xi., xlij), is related to ity by the formula

al
<<7)h(x) + a—u(x, I (x), l)) do(x) =0 (4.5)

up(x) = Projiy (5n(x)) = min{e, max{pB, 5,(x)}}. (4.6)

4.1. Convergence results

Our main aim is to prove the convergence of the local solutions of (P;) to local solutions
of (P) as well as to derive error estimates. Before doing this we need to establish the order
of convergence of the solutions of the discrete equation (4.1) to the solution of the state
equation (2.1). An analogous result is needed for the adjoint state equation.

Theorem 4.3. Forany u € L*(T") there exists a constants C = C(||u|| ) > 0 indepen-
dent of h such that

1y — Yyl L2y + llou — @@l 12 < Ch, 4.7

where y, denotes the solution of (2.1) and ¢, is the solution of (3.2) with (y, it) being
replaced by (y, u). Moreover, ifu € W'=YP-P(T") holds for some p > 2 and u;, € Uy, then

Iyu = Y@l ey + llow — en@illm@) < CL{h + llu — unll 2@y} 4.8)
Finally, ifu, — u weakly in L*(T), then yu(up) = v, and @, (uy) — @, strongly in C(Q).

Proof: Let us prove the theorem for the state y. The corresponding proof for the adjoint
state ¢ follows the same steps. Inequality (4.7) is proved by Casas and Mateos [7]. Let us
prove (4.8). The regularity of u implies that y, € H*(Q), then

Iyu = yr@ @y < Chllyullmzgy = hC(lull ga);

see Casas and Mateos [7].
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On the other hand, from the monotonicity of ay and by and the assumption (A5) it is easy
to get by classical arguments

lyn(u) — yh(uh)HHl(Q) <Cllu— uh||L2(F)-

Combining both inequalities we achieve the desired result for the states . For the proof of
the uniform convergence of the states and adjoint states the reader is also referred to [7]. O

Now we can prove the convergence of the discretizations.

Theorem 4.4. For every h > 0 let iy, be a global solution of problem (Py).Then there
exist weakly*-converging subsequences of {iiy}n~o in L°(I") (still indexed by h).
If the subsequence {ii}}~¢ is converging weakly* to i, then u is a solution of (P),

;in%] Ju(ity) = J(u) = inf(P) and }l'm}) it — ity oy = 0. (4.9)

Proof: Since U C U holds for every & > 0 and u®? is bounded in L>(T"), {ity }5~0 is
alsobounded in L*°(I"). Therefore, there exist weakly*-converging subsequences as claimed
in the statement of the theorem. Let iz, be the of one of these subsequences. By the definition
of U% it is obvious that i1, € U%. Let us prove that the weak* limit i is a solution of (p).
Let it € U% be a solution fo (P) and consider the operator I, : L'(I") — U, defined by

1

Xl/_"+]
= ?/‘, u(x)do(x).
—)CF| X

Hllu|(x1£~xii+l) |xr

According to Theorem 3.4 we have that ii € C%!(I") and then

i — it gy < Chllitllcorry:

Remark that IT,i € U, ,‘fd for every h. Now using the convexity of / with respect to u and
the uniform convergence y, = y,(ii,) = ¥ = y; and y,(I1,i) — y; (Theorem 4.3) along
with the assumptions on L and / we get

J(@@) < liirlni(r)lf Jn(iay) < limsup Jp,(it) < limsup J,(ITji1) = J(it) = inf(P).

h—0 h—0

This proves that i is a solution of (P) as well as the convergence of the optimal costs. Let
us verify the uniform convergence of {i} to i. From (3.8) and (4.6) we obtain

it — itpllpoqry < IS — SpllLoory,
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therefore it is enough to prove the uniform convergence of {5,},~0 0 5. On the other hand,
from (4.5) and the cont1nu1ty of the integrand with respect to x we deduce the existence of
apoint & € (xr, xi. *1) such that

. 9l . . .
on(EL) + E(s#, (&), 5n(&l)) = 0. (4.10)

Given x € I', let us take 1< j < N(h) such that x € (xlj;, x’“) By the fact that 5, is
constant on each of these intervals we get

I5(x) = 5400 < |5x) = 5(&0)| + [5(82) — 5u(52)|
< Aglx — &L+ [5(ED) —su(El)] < Ach+[5(8)) — 5 (&),

where Aj; is the Lipschitz constant of 5. So it remains to prove the convergence §j, (Slf) —

E(E{) for every j. For it we use the strict positivity of the second derivative of / with respect
to u (Assumption (A2)) along with the Eqgs. (3.7) satisfied by 5(x) and (4.10) to deduce

mls(6f) = 60)] = | 6f. 30 (60) 5(60)) — 2 (6. 3060 50(eD)|

\—ph ):5(6h) — g el (6).5(eD)|

. . . 9l . .
+ —(Er» y(&1).5(50)) — 5(‘5# AGSE 511(5#))‘
al ol

| g e 3. 5(60) = 51 6l 506D, (D)
+o (&) — @n(E)| — 0
because of the uniform convergence of y;, — y and @, — @; see Theorem 4.3. O

The next theorem is a kind of reciprocal result of the previous one. At this point we are
wondering if every local minimum # of (P) can be approximated by a local minimum of
(Py,). The following theorem answers positively this question under the assumption that
i satisfies the second order sufficient optimality conditions given in Theorem 3.2. In the
sequel, B, (1) will denote the open ball of L*°(I") centered at u with radius p. By Bp (u) we
denote the corresponding closed ball.

Theorem 4.5. Let it be a local minimum of (P) satisfying the second order sufficient
optimality condition given in Theorem 3.2. Then there exist ¢ > 0 and hy > 0 such that

(Py) has a local minimum u;, € B.(1) for every h < hq. Furthermore, the convergences
(4.9) hold.
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Proof: Lete > 0 be given by Theorem 3.2 and consider the problems

p min J (1)
( subject to (y,, u) € H'(Q) x (U N B,(1))

and

P min J,(uy,)
(Phe) subject to (yx(up), up) € Yy, x (U4 N Bo(n)).

According to Theorem 3.2, i is the unique solution of (P,). Moreover it is a feasible
control for (P, ) for every h shall enough. Therefore U ,‘jd N B,(i1) is a non empty compact
set and consequently (P.) has at least one solution i,. Now we can argue as in the proof
of Theorem 4.4 to deduce that i1, — # uniformly, hence i, is a local solution of (P;) in the
open ball B, (i) as required. O

4.2.  Error estimates

In this section we denote by # a fixed local reference solution of (P) satisfying the sec-
ond order sufficient optimality conditions and by i, the associated local solution of (P)
converging uniformly to &. As usual y , y;, and @, @;, are the state and adjoint states corre-
sponding to it and itj,. The goal is to estimate ||t — ity 72y . Let us start by proving a first

estimate for this term.

Lemma 4.6. Let§ > 0 given as in Remark 3.3, (2). Then there exists hg > 0 such that

8 - — 2 /= /= — -

EIIM —ipllg2qpy = (@) — J @)y — i) Vh < ho. (4.11)
Proof: Let us set

- ol _ _ _

dp(x) = a(x, In(x), @p(x)) + @n(x)

andtake § > Oand r > 0 as introduced in Remark 3.3, (2). We know thatd), — d uniformly
in I" , therefore there exists 4, > 0 such that

- T
ld —dpll=ry < 1 Vh <h,. (4.12)

For every 1 < j < N(h) we define

Jj+1

I; = /Xr dp(x)do(x).

r
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From Theorem (4.1) we deduce by the classical argumentation that

_ a ifl; >0
uhl(xlf,x1£+l) = . ]
B ifI; <O.

Let us take O < h; < h, such that
- - T .
[d(x2) —d(x1)| < 1 if |xp — xq| < hy.
This inequality along with (4.12) implies that
j+l 7 7 T i+l
1f<§e(xr,x and d(&)>rt=dyx) > 3 Vx e ()cr,xr ) Yh < hy,

which implies that /; > 0, hence i | h it = @ in particular i;(§) = «. From (3.4) we
also deduce that u(x) — «. Therefore it, — (&) = 0 whenever d(¢§) > 7t and h < hy.
Analogously we can prove that the same is true when d(§) < —7. Moreover since o <
ity (x) < B, itis obvious that (it, — #1)(x) > Oif #t(x) = @ and (&1, — #t)(x) < 0if éa(x) = B.
Thus we have proved that (it;, — it) € C} and according to Remark 3.3(2) we have

T ()i, — @) = 8y — il 7oy Yh < hi (4.13)
On the other hand, by applying the mean value theorem we get for some 0 < 6, < 1
() — J' @)ty — it) = J" (@@ + Oy (it — )ity — it)*
> (J"(@ + Oy — ) — J" @)@y — @) + J" @)y — )’
> (8 — " (@ + Onian — @) — J" @Dy — @l 7
Finally it is enough to choose 0 < hy < h; such that

177 @ + 6@y — @) — J" @ < 5 Yh <ho

N

to prove (4.11). The last inequality can be obtained easily from the relation (2.6) thanks to
the uniform convergence of (@y, y», iy) — (@, ¥, it) and the assumptions (A1)—(A4). O

The next step consists of estimating the convergence of J; to J'.

Lemma 4.7. For every p > 0 there exists C, > 0 independent of h such that

(i Gn) = J' @)l < (Cph + pllitn — @l 2y, vllzey Vv e LAT).  (4.14)
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Proof: From the hypotheses on [ it is readily deduced

al ol
|(J@@n) — J'@p)v] < /F <|¢h — o, | + ‘a—(x, Yho i) — 8—(x, Vi n ) )vdo(x)
< C(|@n = @l oy + 130 = vau | ) 10 220 (4.15)

where y;, and ¢, are the solutions of (2.1) and 2.7) corresponding to ii.
We use the following well known property. For every & > 0 there exists C, > 0 such that

Izllz2ry < ellzllme) + Cellzll 2

Thus we get with the aid of (4.7)

”}_’h — Yy, ||L2(1") = ”)’h(’/_‘h) — Ya, ”LZ(F) = lE\”yh(l'_th) — Yy, ||H](Q)
+Ce | yn@n) = va, | 12y = €34 @8) = Ya, | 1) + CeCh
= 5”5/]1 — Yy, HHI(Q) + CSC/’I

Thanks to the monotonicity of ag and by and the assumption (AS5) we obtain from the
state equation in the standard way

|5 = va, ”H‘(Q) < Cla—a ”LZ(F)'

On the other hand, (4.8) leads to

”)_] - )-)h HH‘(Q) = C(h + “ﬂ — Up ||L2(r))'

Combining the last three inequalities we deduce
”)7;, - Yy, ”Lz(r) < Cle(h+ ”L_‘ — iy ”Lz(r)) + Ceh).

The same arguments can be applied to the adjoint state, so (4.14) follows from (4.15).
Inequality (4.14) is obtained by choosing Ce = p and C, = C, + Ce. O

One key point in the proof of error estimates is to get a discrete control u;, € U, ;fd that
a_pproximates i conveniently and satisfies J'(#)ii = J'(i1)u,,. Let us find such a control. Let
d be defined as in Section 3 and set /; forevery 1 < j < N(h) as in the proof of Lemma 4.6

Jj+1

I; = /Xr d(x)do(x).

r



ERROR ESTIMATES FOR THE NUMERICAL APPROXIMATION 209

Now we define u;, € U;, with u;,(x) = uj, on the intervals (xé, xé“) by the expression

J+1
r

IL/ d®)it(x)do (x) ifI; #0

) J Jxd

uj = ] (4.16)
W/ ' i(x)do(x) if I; =0.
At

This u;, satisfies our requirements.

Lemma 4.8. There exists hy > 0 such that for every 0 < h < hg the following properties
hold:

1. uy € UM,
2. J'wya = J'(@)uy,.
3. There exists C > 0 independent of h such that
i — upll L@y < Ch. (4.17)
Proof: Let L, > 0 be the Lipschitz constant of # and take hy = (8 — «)/(2L,), then
B—a
2

(&) — @(€)| < Lyl& — & < L,h < VELE € [xd, xl T,

which implies that iz can not admit the values o and 8 on one segment [le, / H] for all
h < ho. Hence the sign of d on [x;., xﬁl] must be constant due to (3.4). Therefore, I; = 0
if and only if d(x) = 0 for all x € [x{, x’“] Moreover if /; # 0, then d(x)/I; > 0 for

every x € [xr, xljfl] As a first consequence of this we get that @ < u; < B, which means

that u, e U ;[’d On the other hand
NG ol CONGB) it
J @y = 2/ d(x)do(x)uj, = 2/ d(x)i(x)do(x) = J'(@W)i.
j=1 7t =1 It

Finally let us prove (4.17). Since the sign of d(x)/I; is always non negative and d is a

continuous functlon we get for any of the two possible definitions of u; the existence of a

point £/ e [xr, 11 such that uj, = i(&;). Therefore, for any x € [x{, x{“

i (x) — up(x)| = |i(x) — u{,! = |ii(x) — @(€7)| < Lylx — &/| < Lyh,
which leads to (4.17). O

Finally, we derive the main error estimate.
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Theorem 4.9. There exists a constant C > 0 independent of h such that

i — anllL2qy < Ch. (4.18)
Proof: Setting u = i1y, in (3.3) we get

)iy — i) = /

i (%(x, 5, @) + @)(ah — @)do > 0. (4.19)

From (4.4) with u;, defined by (4.16) it follows
o _ _ ol o _
Jy () (uy — ity) = @n + 8—M(X, Vno tp) |(up — ip)do(x) >0
r

and then

Ju(@n)(@ — iy) + Jy (@) (up — ) > 0. (4.20)
By adding (4.19) and (4.20) and using Lemma 4.8-2, we derive

(J'(@) — Jy@n)(@ — i) < Jy(ap)uy — @) = (Jy@@n) — J'(@)(uy — o).
For / small enough, this inequality and (4.11) lead to

1)
S = il < (/G = I @)@ = i) < (Jj(an) = @) — in)
+ (i @n) — J' @) up — it). (4.21)

Arguing as in (4.15) and using (4.8) and (4.17) we get

(I (@an) — J'@)up — ) < C(I18n — @llr2ry + 130 — Flzzay) lun — il 2y
< C(h+ llit — il 2y lun — ill 2
< C(h* + hlli — dipll 2ry)- (4.22)

On the other hand, using (4.14)
[(Jy (@) — J'(ap))(@ — ip)| < (Cph + plli — iy, ||L2(F))||'7i — il 2y
By taking p = §/4, we deduce from this inequality along with (4.21) and (4.22)
S . 2 = -
2N = dnllzary = Ch7+(C + Cphlli — il 2r).

which proves (4.18) for a convenient constant C independent of . O
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5. Numerical confirmation

In this section we shall verify our error estimates by numerical test examples for which we
know the exact solution. We report both on a linear-quadratic problem and on a semilinear
problem.

5.1. A linear-quadratic problem and primal-dual active set strategy

Let us consider the problem

min J (u) = % /Q Du(x) — ya(x))* dx + % / u(x)*do (x)
I

+/eu(x)u(X)dG(x)Jr/ey(x)yu(x)dcr(X)
(E1) r r

subject to (y,, u) € H(Q) x L=,
ueUy={ueL®M0=<ukx)<laexel},
(yu, u) satisfying the linear state equation (5.1)
—Ayu(x) + c(@)y.(x) =ei(x)  In

(5.1)
0 yu(x) + y,(x) = ea(x) +u(x) onT.

We fix the following data: 2 = (0, 1)2, nw=1clx,x) =1+ x12 — x%, ey(xi, x2) =

1, ya(xi, x2) = x7 + x1x2, €1 (x, x2) = =2 + (1 + x7 — x3)(1 4 2x7 + x1x2 — x3),
—1—x} on T
8(x2 — 0.5 +0.5,
-1 - on I’
eu(x1, x2) = 1 — 16x2(xy — 0.25)(xp — 0.75)(x, — 1)
—1—x? on I3
—1 4+ x(1 — x2) only
and
1—x +2x7 —x} onI'
7+ 2x; — x3 — min{8(x, — .5 +.5,1} onT,
ex(xr, x2) = 5
—242x; +x3 on I';
1-— Xy — x% on F4,

where I'; to I'y are the four sides of the square, starting at the bottom side and turning
counterclockwise. This problem has the following solution (y, #) with adjoint state @ :
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yx)=1+ 2)612 + x1xp — x%, @(x1,x2) = 1and

3

X3 on I
B min{8(x, — .5)> +.5,1} onI,
u(xlv Xz) = 2

X on F3

0 on I['y.

It is not difficult to check that the state equation (5.1) is satisfied by (y, #). The same refers
to the adjoint equation

—Ap(x) 4+ c(x)p(x) = y(x) — yo(x) in L2
0,0(x) +@(x) = e, onT.

In example (E1), the function

0 onI
_ min{0, 16 —0.25 —0.75 -1 onTI
d00) = P() + e(x) + () = in{ x2(X2 )(x2 )(x2 — 1)} 2
0 onI';
x2(1 — x3) onTly

satisfies the relations (3.4) (see figure 1, where each interval (i — 1, i) on the x axis corre-
sponds to I';, 1 < i < 4), hence the first order necessary condition (3.3) is fulfilled. Since
(E1) is a convex problem, this condition is also sufficient for (¥, i) to be global minimum.

-0.6
0

n L L L L s i
c5 1 1.5 2 25 3 35 4

Figure 1. Solid: ii(x1, x2), dashed: d(x1, x»).



ERROR ESTIMATES FOR THE NUMERICAL APPROXIMATION 213

Let us briefly describe how we have performed the optimization. We define the following
operators: S : L2(I') — L?(Q),and B : L>(I") — L>(T"). For u € L*(I"), Su = y, and
Eu = y|r, where

—Ay(x)+c(x)y(x) =0 1in
9y y(x) + y(x) = u(x) onT"

If we define yy as the state associated to u(x) = Oforall x € I" and set y;(x) = yo(x)—yo(x)
then minimizing J () is equivalent to minimize

- 1
J(M) = E(S*SM “+u, M)LZ([‘) + (eu + E*ey — S*yd’ u)LZ(I‘),

subject to u € U4 where (-, -)x denotes the inner scalar product in the space X.

We perform the discretization in two steps. First we discretize the control and thereafter
the state. Let us take {ej}?,:(}i) as a basis of Uj. If u;(x) = Zfl:(}i) ujej(x) forx € I', we
must perform the optimization over Uj, of

N(h) N(h)
J(up) = 3 Z uiuj(S*Se; +e;, ;)2 + Zuj(ej, e, + By — Sy
Q=1 =1

subjectto0 <u; <1forj=1,..., N(h).
If we set Ai,j = (S*Se,- +e;, ej)LZ([‘), bi = (e,-, e, + E*ey — S*yd)Lz(I‘) and 17 = (M], ey
unm)T, then we must minimize

- O
f@) = EuTAu +b'u

subjectto 0 < u; < 1for j = 1,..., N(h). Calculating the matrix A explicitely would
require solving 2N (h) partial differential equations. and this is numerically too expen-
sive. Therefore usual routines to perform quadratic constrained minimization should not
be used. General optimization programs that require only an external routine provid-
ing the function and its gradient do not take advantage of the fact that we indeed have
a quadratic functional. Therefore, we have implemented our own routine for a primal-
dual active set strategy according to Bergounioux and Kunisch [4]; see also Kunisch and
Rosch [23]. Let us briefly describe the main steps of this iterative method. First of all,
let us define the active sets for a vector & € R¥®_ We choose a parameter ¢ > 0 and
make

A, f () - 1}

Ap () = {j e{l,.... N(W}|u; - c
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and

8, (i
A (@) = {j e(l,.... N0 u; — ’f(”) <0}.

Notice that 8,,, f (i) = J'(up)e;.

1. We choose an starting point iZo (not necessarily feasible) and fix its active sets A(,z’ =
Aj+(iig) and A _ = Aj _(iko). Setn = 0.
At each step, we solve an unconstrained problem to get i1, . To do this:

2. We define a vector 15, that has zeros in all its components, except those belonging to

AZ, - which are set to 1 and those belonging to AZ’_ which are set to the lower bound

(which is also zero in this problem).

Setm = N(h) — A}, (| —|A} _I.

If m = 0, we set it,4 = iy, and go to 5.

4. If m > 0, we define a matrix K with N (k) rows and m columns such that row j is
the zero vector if j € Azq e Azy_ and the submatrix formed by the rest of the rows is
the identity m x m matrix. At each iteration we must minimize f(Kv + u#%¢,), where

n+
v € R™. This is equivalent to minimizing

et

q(@) = %T)TKTAKB + (KT (b + Aies))" s

for ¥ € R™. This is the unconstrained quadratic program. We will call #"*! its solution.

- - 1 —act
Now we set it 11 = Kv"+t! 4 us?,

5. We fix the new active sets AZ‘:] = Ay 1 (iny1) and Aztl = Ap_(tpy1).
6. The solution is achieved if A} | = AZJ;I and A} _ = AZ*_I If this is not the case, we set

n :=n + 1 and return to 2.

It is shown in Kunisch and Rosch [23, Corollary 4.7] that with an adequate parameter c,
the algorithm terminates in finitely many iterations for the discretized problem. In practice,
we had no problem to choose ¢ = 1.

Let us make a comment on how the unconstrained quadratic optimization in step 4 is
performed. Since it is not possible to compute the whole matrix A, we solve this problem
by the conjugate gradient method. At each iteraction of this method we must evaluate Aw
for some w € RN™_ If we define w = Y} wje;, the component i of the vector A is
given by (e;, ¢ + w)2r), where ¢ is obtained solving the two partial differential equations

—Ay(x) +c(x)y(x)=0 in€ and —Ap(x) + c(x)p(x) = y(x) inQ
9, y(x) + y(x) = w(x) onT de(x) + @(x) =0 onT.

These equations are solved by the finite element method. We have used the MATLAB PDE
Toolbox just to get the mesh for €2, but we have performed the assembling of the mass and
stiffness matrices and of the right hand side vector with our own routines to determine all
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the integrals in an exact way. We had two reasons to do this. First, we have not included the
effect of integration errors in our previous research, and secondly, when making a non-exact
integration, the approximate adjoint state is possibly not the adjoint state of the approximate
state. This fact may negatively affect the convergence. In practice, a low order integration
method slows down the convergence.

Observe that the discretization of the state can be done independently of the discretization
of the controls. We have performed two tests to show that the bottleneck of the error is the
discretization of the controls. In the first test we have chosen the same mesh sizes both for
the state and the control. In the second test we have chosen a fixed small mesh size for the
state and we have varied the mesh size for the control. These are the results:

Test 1.

h H)_’ - 5’/: ”LZ(Q) |5’ - }_’h|H1(Q) ”’2 — Uy ”LZ(F) ||’2 —up ||L°C(r‘)
2-4 5.617876e — 04 7.259364¢ — 02 4.330776e — 02 1.146090e — 01
273 1.423977¢ — 04 3.635482¢ — 02 2.170775e — 02 5.990258e — 02
276 3.500447¢ — 05 1.800239¢ — 02 1.086060e — 02 3.060061e — 02
277 8.971788e — 06 8.950547¢ — 03 5.431141e — 03 1.546116e — 02

The orders of convergence obtained are 4 for || — y, || 12(e) and h for the seminorm in the
H'(Q), L*(I") and L>(I") norms. Figure 2 compares the error logarithm with p log(h),
where p is the order of convergence obtained and the x axis represents the values of
log(h).

The estimates |y — ¥ | y1(q) < Ch and for |it — ity 2y < Ch are the ones expected from
inequalities (4.8) and (4.18). The estimate |y — V4|2 < C h? is indeed better than the
one we can expect from inequality (4.7). This cannot only be explained by the information
that y € H?(Q) ensures order h? for the FEM. Neverheless. the observed order 4% can be
theoretically justified. A forthcoming paper by A. Rosch studies this case.

-as]

s

-5 - s 25 E 45 - s ) 25

Test 1: ||§ — GnllL2e) < Ch? Test 1: ||@ — @allL2qry < Ch

Figure 2. Solid line: p log h. Dotted line: Data from Test 1.
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Test 2. We fix now the mesh size for the state to sy = 277, This ensures a fairly accurate solution of the partial
differential equations.

h

Iy —n HLZ(Q)

|y = |H1(Q)

it — ip ||L2(r)

llie — dpllLooqr)

h—4
55
-6
2—7

1.831053¢ — 04
4.648617e — 05
1.424508e — 05
8.971788e — 06

9.837630e — 03
9.026588¢ — 03
8.952289¢ — 03
8.950547¢ — 03

4.330774e — 02
2.170775¢ — 02
1.086060e — 02
5.431141e — 03

1.145890e — 01
5.989731e — 02
3.059955¢ — 02
1.546116e — 02

The error for the state is very small from the beginning. The order is again i for the
last two columns. We observe that refining the mesh for the state does not improve the
approximation of the control.

5.2. A semilinear example

Let us next consider the problem

. 1 2 M 2
min J () = E/Q(yu(x)—ysz(X)) dx+§/Fu(x) do(x)

+/eu(X)u(X)dG(X)-i-/ey(x)yu(X)dU(x)
r r

subject to (y,, u) € H'(Q) x L®(T),
u€Uy={uel®M0<ulx)<lae xel},
(yu, u) satisfying the semilinear state equation (5.2)

—Ayu(x) + c(x)yu(x) = ei(x) in 2

A yu(x) + yu(x) = e2(x) + u(x) — y(x)[y(x)|

(E2)

on I'. (5-2)

The term y|y| stands for y? that does not satisfy the assumptions on monotonicity required
for our current work. However, in our computations negative values of y never occured so
that in fact y? was used. This also assures that locally assumption (A4) is satisfied.

We fix: @ = (0, 1), u = 1, c(x), x3) = x% + x1x2, ey(x1, X2) = =3 — 2x12 — 2x1x2,
yaxr, x2) = 14 (01 + x2)%, er(x1, x2) = =2 4 (1 +x7 + x1x02)(x3 + x1%2),

3

1 —x; on I’
| 8(x, = 0.5 +0.5,
1 — min onlI’,
ey(x1, x2) = 1 — 16x3(xy — 0.25)(x2 — 0.75)(x, — 1)
1— x12 onI's
14+ x(1 — x2) on Iy
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and
2 —x; +3x7 —x) +x} onTI'
8 + 6x2 + x7 — min{8(x2 —.5)* +.5,1} onI,
ex(x1, x2) = 2 3, 4
2+ 4xy + 3x] + 2x7 + x) on I3
2 — X on ['y.

This problem has the following solution (y, &) with adjoint state ¢ : y(x) = 1 + 2x12 +
X1X2, @(x1, X2) = —1 and i is the same as in example (El). Again, it holds d(x) = @(x) +
e, (x)+ii(x), which is also the same as in example (El) and satisfies relation (3.4) so that the
first order necessary condition (3.3) is fulfilled. The second derivative of J (i) is, according
to (2.6),

J"(@y* = / zo(x)*dx + / v(x)’do(x) + / (—2)sign(F(x))P(x)zy(x)*do (x),
Q r r

where z, is given by Eq. (2.3). Since @(x) < 0 and y(x) > 0, clearly J"(@)v> >
[|v ||2L2 ) holds. Therefore the second order sufficient conditions are fulfilled.

For the optimization, a standard SQP method was implemented; see for instance Heinken-
schloss and Troltzsch [16], Kelley and sachs [20]. Kunisch and Sachs [22] and Troltzsch
[28] and the references therein. Given wy = (yx, Uk, ¢x), at step k + 1 we have to solve the
following linear-quadratic problem to find (Y41 U+1):

1 1
min Ji (1) = 3 / k1) = ya() dx + 3 / U () do (x)
Q T

+feu(X)Mk+1(X)dU(X)+fey(x)yk+1(X)d0(X)
r r

(QP)i+1 -~ / sign(yi ()@ () (Vi1 (x) — ye(x))* do(x)
r

subject to (yq1, uxr1) € H'(Q) x L®(T),
upy1 € Ugg,

(Vr+1, ug+1) satisfying the linear state equation (5.3)

—Ayp1(x) + c()yr1(x) = eq(x) in
B Vi 1(x) + yer1(X) = ea(x) + upp1(x) — ye(x) | ye(x) | (5.3)
=2 () | Qrs1(x) = yk(x))  onT.

The new iterate ¢y is the solution of the associated adjoint equation. It is known (see
Unger [29]) that the sequence {wy} converges quadratically to w = {(y, i, ¢)} in the L™
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norm provided that the initial guess is taken close to @, where (¥, #) is a local solution of
(E2) and ¢ is the associated adjoint state:

- =12
||wk+1 - w”C(Q)XLOC(r)XC(Q) = C”wk - w||C(Q)><L°°(r)><C(Q)'

To solve each of the linear-quadratic problems (QP); we have applied the primal-dual active
set strategy explained for (E1). For the semilinear example the same tests were made as for
(E1). First we considered the same mesh both for control and state. Next a very fine mesh
was taken for the state while refining the meshes for the control.

Test 1.

h ”5’ - }_’h”LZ(Q) | 5‘ - )_’h |H1(Q) H’Z —up HL2(r) ”’2 - ﬁh”LN(F)
274 3.178397¢ — 04 3.547400e — 02 4.330792¢ — 02 1.145619¢ — 01
273 8.094299¢ — 05 1.769994¢ — 02 2.170777e — 02 5.988813¢ — 02
276 1.983313e — 05 8.783231e — 03 1.086060e — 02 3.059566e — 02
27 4.938929¢ — 06 4.365300e — 03 5.431140e — 03 1.546130e — 02

The observed orders of convergence are again > for || — y || 12 and h for the other

columns.

Test 2. We fix now the mesh size for the state to /1, = 277. This ensures a fairly accurate solution of the partial
differential equations. The order of convergence for the error in the control is again /.

h Iy — )_’h||L2(Q) |y —n IH'(Q) lla — ’ZhHLZ(r) it — i ll Loory
24 1.093204¢ — 04 5.695770e — 03 4.330780e — 02 1.145649¢ — 01
273 2.782787¢ — 05 4.498224¢ — 03 2.170776e — 02 5.988683¢ — 02
276 8.585435¢ — 06 4.367794e — 03 1.086060e — 02 3.059585¢ — 02
277 4.938929¢ — 06 8.365300e — 03 5.431140e — 03 1.546130e — 02
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1. Introduction

In this paper we study an optimal control problem (P) governed by a semilinear
elliptic equation, the control being distributed in the domain 2. Bound constraints on
the control are included in the formulation of the problem. Based on a standard finite
element approximation, we set up an approximate optimal control problem (P;). Our
main aim is to estimate the error ||z — uy ||, where u stands for an optimal control of (P)
and u, is an associated optimal one of (P,). Error estimates for this problem were already
obtained by Arada, Casas and Troltzsch [1] by using piecewise constant functions to
approximate the control space. With a such discretization the error estimate

lu —unllr2q, < Ch, (1.1)

* This research was partially supported by Ministerio de Ciencia y Tecnologia (Spain).
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was proved. The proof of this estimate was based on the fact that the optimal controls
are Lipschitz functions in Q. If we think of the approximation of a Lipschitz function
by a piecewise constant function, not necessarily solutions of any control problem, these
estimates are optimal in general. If we want to improve the estimates we need more
regularity for & and more regularity for the discrete functions. In particular, it is well
known that

N S
lim EH” —upllr2@y =0 (1.2)

when i), is a continuous piecewise linear function interpolating the Lipschitz function
i in the nodes of the triangulation. If i belongs to the Sobolev space H?*(2), then
order O(h?) can be proved for the interpolation. But unfortunately the H?(2)-regularity
fails for the optimal controls under the presence of bound constraints. Therefore it is
natural to set the question about if the convergence (1.2) remains valid for the usual
approximations by continuous piecewise linear functions. The goal of this paper is to
prove that the answer is positive.

The estimate (1.1) has been also proved under the presence of a finitely number
of equality and inequality integral constraints on the state by Casas [3]. The case of a
Neumann boundary control was studied by Casas, Mateos and Troltzsch [6]. In [1, 3, 6]
was crucial the fact that we could obtain a representation of the discrete optimal controls
analogous to the ones obtained for the continuous optimal controls, which allowed us
to prove the uniform convergence u;, — u. This representation cannot be obtained
for piecewise linear optimal controls and consequently we do not know to deduce the
uniform convergence, just we can prove the L?-convergence. To overcome this difficulty
we have followed a different approach in order to prove (1.2).

As far as we know, the only previous paper concerned with the error estimates for
piecewise linear approximations of the control is due to Casas and Raymond [7]. In this
paper the case of a Dirichlet boundary control was studied. In this case it is necessary
to consider the same approximations for the control and the states, therefore piecewise
linear approximations were decided as optimal. For the optimal control we established
the regularity # € W'=1/7-P(T") for some p = 2 + &, which allowed to prove

1
%i_l)% Wﬂﬁ — dnll2ry = 0. (1.3)
The proof of these error estimates given in [7] has inspired the corresponding proof
of this paper, but some new ideas have been necessary to achieve the desired result.
There is no many papers in the literature concerning the error estimates for control
problems governed by partial differential equations. The pioneer works in the context
of linear quadratic control problems are due to Falk [12] and Geveci [13]. For nonlinear
equations the situation is more difficult because second-order optimality conditions are
required to get the estimates. These conditions for optimality has been obtained in the
last years; see Bonnans and Zidani [2], Casas and Mateos [4], Casas and Troltzsch [8],
Raymond and Troltzsch [23].
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In the case of parabolic problems the approximation theory is far from being
complete, but some research has been carried out; see Knowles [17], Lasiecka [18,
19], McKnight and Bosarge [21], Tiba and Troltzsch [24] and Tréltzsch [25-28].

In the context of control problems of ordinary differential equations a great work
has been done by Hager [15, 16] and Dontchev and Hager [10, 11]; see also the work by
Malanowski et al. [20]. The reader is also referred to the detailed bibliography in [11].

The plan of the paper is as follows. In section 2 the control problem is introduced
and the first and second order optimality conditions are recalled. From the first order
optimality conditions, the Lipschitz property of the optimal controls is deduced. In
section 3 the numerical approximation of (P) is carried out. In this section the first order
optimality conditions are also given and the convergence properties of the discretization
are established. Finally the error estimate (1.2) is proved in section 4.

2. The control problem

Given an open bounded and convex set @ C R", with n = 2 or 3, I" being its
boundary of class C'"!, we consider the following Dirichlet boundary value problem in
this domain

{Ay+f(x,y)=u in Q, 2.1

y=20 onT,

where

Ay ==Y 0y (4 ()8, y(x)) + ap(x) y (x),
i,j=1

witha;; € C 0.1(Q) and ag € L>(Q) satisfying

n
Im >0 suchthat Y a;(x)&& >mls> V& € R"and Vx € Q,
ij=1
ap(x) >0 ae. x € Q,

and f: Q2 x R — R s a given function. The control is denoted by « and the solution of
the above system y, is the corresponding state. The assumptions will be precise below.
Now we consider the control problem

Minimize J(u):/ L(x, yu(x), u(x)) dx,
Q

ueK={uecL®Q): a<ux)<pae xcQ},

(P)

where —00 < @ < B < 400 are fixed and L : Q x R? — R is a given function. Let us
state the assumptions on the functions involved in the control problem (P).
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(A1) f:Q x R — R is a Carathédory function of class C? with respect to the second
variable,

0
y
and for all M > 0 there exists a constant C,y > 0 such that

5

(x y)‘ (X y)' Crm forae. x € Qand |y| < M,

2f a2f

82( y2) — yz(x,yl) <Cpumly2 =yl for|yil, [y2] < M and x € Q.

(A2) L:Q x R x R — R is a Carathédory function of class C? with respect to the
second and third variables, L(-,0,0) € L'(Q), and for all M > 0 there exist a
constant Cy, y > 0 and a function ¥y € L?(€2) (p > n) such that

< WM(x)v ||D(y M)L(X, Y, u)” g CL,M!

oL
8_(xv Y, l/t)
y

< Cpromlxa — x1l,

oL oL
(XZ,}’,M)_ (-x]’y’l't)
ou ou

| D3, L(x. 2, u2) = DY, L(x, yi un) | < Croa(ly2 = yil + luz — ),

for a.e. x,x; € Qand |y|, |yil, lul, lu;] < M,i = 1,2, where D2 oL denotes
the second derivative of L with respect to (y, u). Moreover we assume that there
exists A > 0 such that

9%L
Pl (x,y,u) > A, ae.xe€Qand(y,u)€ R2.
u

It is well known that the state equation (2.1) has a unique solution y, € HOl ()N
W2P(Q) for any 1 < p < +o0; see Grisvard [14] for the W7 () regularity results.

Under the previous assumptions it is easy to prove the existence of a solution of
problem (P). In the proof it is essential the convexity of L with respect to the control. In
(A2) we have assume that L is strictly convex with respect to u, which will be useful to
prove the strong convergence of the discretizations. Therefore this strong convexity is
not a too restrictive assumption if we want to have a well posed problem in the sense that
it has at least one solution. However, there is a situation which is interesting in practice
and it is not included in our formulation. This is the case of a function L depending only
on the variables (x, y), but not on . The optimal control problem is typically bang-bang
in this situation. It is an open problem for us the derivation of the error estimates in the
bang-bang case.

Among the functionals included in our problem, we can consider those of the type
L(x,y,u) = g(x,y) + h(u), with h”(u) > A. For instance, the classical example
L(x,y,u) = (y — ya(x))* + Au?, with A > 0 is of this type.
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Before taking a decision about the type of finite elements we are going to choose
in order to formulate a discrete version of the control problem (P), the regularity of the
optimal controls # must be investigated. These regularity properties can be deduced from
the first order optimality conditions. On the other hand, the proof of the error estimates
require the sufficient second order conditions. The rest of this section is devoted to
the formulation of these optimality conditions and to the study of the regularity of the
optimal controls. As a first step, let us recalling the differentiability properties of the
functionals involve in the control problem. For the detailed proofs the reader is referred
to Casas and Mateos [4].

Theorem 2.1. For every u € L°°(£2), the state equation (2.1) has a unique solution y,
in the space W2P(2) and the mapping G : L*°(Q2) — W2P(Q), defined by G(u) = y,
is of class C%. Moreover for all v,u € L>®(R), z, = G’(u)v is defined as the solu-
tion of

af )
Azy + —(x, y)zp =v 1In €2,
dy

2.2)
z,=0 onT.
Finally, for every vy, v; € L*(L2), 24,0, = G”(u)v;v; is the solution of
A of 82f =0 inQ
Zvjvy + a(x’ Yu)Zvlvz + a—yz(x’ )’u)ZUIsz - 1n ag, (2.3)

Zywy, =0 onT,
where z,, = G’ (u)v;, i =1, 2.

The value of p in the previous theorem is that one considered in assumption (A2)
for the regularity of ;.

Theorem 2.2. The functional J:L>®(Q) — R is of class C>. Moreover, for every
u,v, v, v, € L*(Q)

oL
J/(M)U=/<—(X,yu,u)+§0u>vdx (2.4)
Q ou

and

. 0%L 0%L
J T (vivy = ; 8—y2(x, Yus W)Zy 2oy + m(x’ Vs W) (Zy, V2 + 2y, V1)
9L 92

f
+ W(x, Yus M)U]U2 - (Pua_yz(x, Yu)Zvlzvz dxa (25)
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where y, = G(u), ¢, € W>P(Q) is the unique solution of the problem

of oL
* — = — i
A%p + oy (x, Yo oy (x, yu,u) in 2, 2.6)

¢=0 onT,

where A* is the adjoint operator of A and z,, = G'(u)v;, i =1, 2.

From our assumptions (A1) and (A2) it is easy to check that J” () can be extended
to a continuous quadratic function in L?(2). Indeed it is enough to verify that the inte-
grals of (2.5) are well defined for any function v € L?(2) and they are continuous with
respect to the topology of L2(£2). This property will be used later.

Now the first order optimality conditions can be easily deduced from the above
theorem by the classical procedure:

Theorem 2.3. Let u be a local minimum of (P). Then there exist y, ¢ € HO1 () N
W?2P () such that the following relations hold:

Ay+ f(x,y) =u inQ,
{ y=0 onT, 2.7
af _ JL o
k— ) 7 .
A'p + 2y (x, y)o o (x,y,u) ing, 2.8)

=0 onT,

_ oL _ _ _
/ {go(x) + E(x y(x), u(x))}(u(x) — u(x)) dx >0 Vuek 2.9
Q

From this theorem we deduce the regularity of u; see Arada, Casas and
Troltzsch [1] for the proof.

Theorem 2.4. Let i be a local minimum of (P). Then for every x € Q, the equation

dL
?(x) + E(x, y(x),1) =0 (2.10)

has a unique solution 7 = §(x), where > J is the state associated to « and g is the adjoint
state defined by (2.8). The function 5 : 2 — R is Lipschitz. Moreover # and s are related
by the formula

i(x) = Projy, 4 (5(x)) = max (o, min(B, 5(x))). (2.11)

and u is also a Lipschitz function.
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Let us finish this section by formulating the necessary and sufficient second-order
conditions for optimality. Let u be a local minimum of (P), with y and @ the associated
state and adjoint state respectively. To simplify the notation let us introduce the function

- oL, _  _ _
d(x) = E(x, y(x), i(x)) + @(x). (2.12)

From (2.9) we get

0 ifa <ulx) <pB,
dx)=14>0 ifi(x) =a«, (2.13)
<0 ifa(x) =8.

Now we define the cone of critical directions
Ci = {v € LX(Q) satisfying (2.14) and v(x) = 0if d(x) # 0},

>0 ae xeQifu(x)=a, (2.14)

v(x)={<0 ae. x € Qifu(x) = B.

Now we are ready to state the second-order necessary and sufficient optimality
conditions.
Theorem 2.5. If u is a local minimum of (P), then
J"(@v* =0 YveC;. (2.15)

Reciprocally, if u € K satisfies the first-order optimality conditions (2.7)—(2.9) and the
second order condition

J (@)t >0 Yve G\ {0}, (2.16)

then there exist § > 0 and & > 0 such that
_ d _ _
J () > J(u)+§||u—u||iz(9) Vu € KN B, (i), (2.17)
where B, (1) denotes the closed ball of L> () with center at i and radius ¢.

Sufficient optimality conditions (2.16) can be formulated in an equivalent form,
which is more convenient for us to prove the error estimates of the numerical discretiza-
tions of (P).

Theorem 2.6. Let u# be an element of K satisfying (2.9), then the following statements
are equivalent:
J"(@)v? >0 YveCy\{0} (2.18)

and

38 > 0and 3t > 0 suchthat J"(i)v> > 8||v||iz<9) Yv e Cy, (2.19)
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where

C: = {v € L*(Q) satisfying (2.14) and v(x) = 0if |d(x)| > }.

3. Numerical approximation by using piecewise linear functions

Here we define a finite-element based approximation of the optimal control prob-
lem (P). To this aim, we consider a family of triangulations {7}, },-¢ of Q. This triangu-
lation is supposed to be regular in the usual sense that we state exactly here. With each
element T € 7;,, we associate two parameters p(7) and o (T), where p(T) denotes the
diameter of the set T and o (T') is the diameter of the largest ball contained in 7. Define
the size of the mesh by # = maxyeg, p(T). We suppose that the following regularity
assumptions are satisfied.

(i) There exist two positive constants p and o such that
p(T) <o h
a(T) p(T)
hold forall T € 7, and all & > O.

<p

(ii) Let us take @), = UT T T, and let ©2;, and I';, denote its interior and its boundary,

respectively. We assume that ©, is convex and that the vertices of 7, placed on the
boundary of I'j, are points of I". From [22, estimate (5.2.19)] we know

12\ @] < CR2, 3.1)
where | B| denotes the Lebesgue measure of a measurable set B C R". Let us set

Up={ueC(Q) | ur € Py, forall T € T},
Y, = {yh € C(ﬁ) | ynir € P1, forall T € 7;, and yj, =Oon§\§2h},

where P, is the space of polynomials of degree less or equal than 1. Let us denote by
{x; }j.vz(’? the nodes of the triangulation 7). A basis of U, is formed by the functions
{e; }?lz(}f) C Uy, defined by their values on the nodes x;
oy 1 ifi =,
¢ (i) = {0 otherwise.
In the sequel we will follow the notation u;; = u;(x;) for any function u;, € Uy,
so that

N(h)

u, = E uhjej.
j=l1
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For each u € L*°(£2;,), we denote by yj, (u) the unique element of Y, that satisfies

an(yn(u), z) + /

Qp

S (%, yu(u))zn(x) dx =/ u(x)zp(x)dx Vz €Yy,  (3.2)

Q2

where ay, : Y, x Y, = R is the bilinear form defined by

an(yn, zn) = f (Z a;ij (x) 9y, yn (x) 9y 2 (x) +a0(x)yh(x)2h(x)>dx-
Q)

i,j=1

In other words, yj, (1) is the approximate state associated with u. Notice that y, = z;, =0
in Q\ €, therefore the previous integrals are equivalent to the integration on 2. The
finite dimensional approximation of the optimal control problem is defined by

min]h(uh)=/ L(x, yn(up)(x), up(x)) dx,
Q)

n) subject to (v (up), up) € Yy x Uy,

up €Ky ={up € Uyt a <upy < 1< j< N}

We start the study of problem (P;,) by analyzing the differentiability of the functions
involved in the control problem. Let us collect the differentiability results analogous to
those of section 2.

Proposition 3.1. For every u € L°°(€2;), problem (3.2) has a unique solution y,(u#) €
Y}, the mapping G, : L*°(2;) — Y}, defined by G, (1) = y,(u), is of class C? and for
all v, u € L*>®(2;), zz(v) = G}, (u)v is the solution of

0

an(za(v), qn) +/ %(X, yi ()2 (V) gy dx =/ vgpdx  Vgu € Y. (3.3)
Q Q

Finally, for all vy, v, € L*®(RQ), z5(v1,v2) = G"(u)viv, € Yy is the solution of the

variational equation

2

af 9°f
an(zn, qn) + | 7= (%, @) zagn dx + | = (x, yu(@))zmzagn dx =0 Vg, € Yy,
Q 0y Q dy 34)

where z,; = G, (Wv;, i =1, 2.

Proposition 3.2. The functional J, : L*°(£2;) — R is of class C2. Moreover for all
u, v, vy, vy € L>(2y)

oL

Jy (v = / (8—(x ya(u), u) + (ph(u))vdx (3.5)
Q u
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and

, 9L
Jy (w)vivy =/ [F(X’ (), u)zp(v1)zn (v2)
Qp y

2

+ ayau (X, yh(”)v M) [Zh(vl)vz + Zh(Uz)l)l]
82L 82
+ W(X, yh(l/l), u)UIUZ - (ph(l/l)a—szC(X, yh(l/t))Zmth]dX, (36)

where y, (1) = G (u) and ¢, (1) € Y}, is the unique solution of the problem

3 aL
ah(qh,wh(u))Jrf —f(x,yh(u))wh(u)qhdx =/ E(x,yh(u),u)qh dx Vgu € Yy,
Q

Q dy
(3.7)
with z;; = G, (u)v;, i =1, 2.

Let us conclude this section by writing the first-order optimality conditions for
(Pn).

Theorem 3.3. For every & > 0 problem (P,) has at least one solution. Moreover, if u,
is a local minimum of (P}), then there exist y;,, ¢, € Y}, such that

a(Yn, qn) +/ SO, yngn(x)dx = [ up(x)qn(x)dx Vg, € Yy, (3.8)
Q Q
_ af o oL L
alqn, @) + | — O, y)@pqndx = | — &, yn, up)gndx Vg, € Yy, (3.9)
Q dy q dy
_ oL, _ _ _
/ i%‘FE(X,yh»Mh)}(Mh—Mh)dX =0 Vu, € K. (3.10)
Qp

Proof. The existence of a solution of (P;,) is an immediate consequence of the com-
pactness of K, in U}, an the continuity of J;, in K. The optimality system (3.8)—(3.10)
is obtained by classical arguments with the help of proposition 3.2. U

We finish this section by proving the convergence of the solutions of (P;) toward
the solutions of (P). But first we are going to summarize some estimates and proper-
ties of y,(un) — y, and @, () — @(u). The properties we need are collected in two
lemmas whose proofs can be obtained in Arada, Casas and Tro6ltzsch [1] and Casas and
Mateos [5].

Lemma 3.4. Let vy, v € L*®(Q) satisfy [|v;|lr~@) < M,i =1, 2, for some M < oo.
Let us suppose that y,, and y;(v;) are the solutions of (2.1) and (3.2) corresponding to
v, and vy, respectively. Moreover let ¢,, and ¢;(v;) be the solutions of (2.6) and (3.7)
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also corresponding to v, and v; respectively. Then the following estimates hold:
[ye, = @D | 110y + (00 = 06 @D | 1y SC(A+ 02 = vill2e)),  B1D)
[0, = @D | 12y F [ €0 = 00D | 2y SCR* + 02 —vill12),  (B.12)
|3 = 30D oy + 00 = 00D | iy S C (A + 02 = vill2y),  (3.13)
where C = C (2, n, M) is independent of &, and o = 1 if n = 2 or the triangulation is

of nonnegative type and o = 1/2 otherwise.

This result follows from [1, theorem 4.2].
The reader is referred to Ciarlet [9] for the definition and properties of a nonnega-
tive type triangulation.

Lemma 3.5. Let {u;},-0 be a sequence, with u;, € Kh_and u, — u weakly in L'(R),
then y,(u,) — y, and ¢, (u;) — @, in HO1 (2) N C(2) strongly. Moreover J (i) <
liminfh_>0 Jh (Mh)

For the proof the reader can consult [5, theorem 9 and lemma 11]. The following
theorem is also proved in [5, theorems 11 and 12].

Theorem 3.6. For every i > 0 let u;, be a solution of (P;). Then there exist subse-
quences {ity, },~0 converging in the weak™ topology of L°°(€2), that will be denoted in the
same way. If u;, — u in the mentioned topology, then u is a solution of (P) and we have

lim Ji (i) = J (@) = inf(P) and lim |17 — il 2, = O. (3.14)

4. Error estimates

The goal of this section is to prove the following theorem.

Theorem 4.1. Let us assume that « is a local solution of (P) satisfying the sufficient
second-order optimality conditions provided in theorem 2.5 and let iz;, be a local solution
of (P;) such that

lim (1 — 4]l 20, = 0; 1)
see theorem 3.6. Then the following identity holds:

A S
/111_1}}) E”M — tnllz2, = 0. 4.2)

We will prove the theorem arguing by contradiction. If (4.2) is false, then

) 1
limsup — |l — upll2q,) > O,
h—0 h
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eventually +oo, therefore there exists a constant C > 0 and a sequence of 4, denoted in
the same way, such that
li — upll 2, = Ch Yh >O0. 4.3)

We will obtain a contradiction for this sequence. In the sequel we consider the extension
of i, to €2, keeping the same notation, as follows

M aym) ifx e
() = {ﬁ(x) otherwise. @.4)

The interpolation operator I, : C (Q) — Uy, is defined by

N(h)
Myu =Y u(x)e;, (4.5)
j=1
where {e; };V:(}i) is the basis of Uj, introduced in section 3. It is well known that

1
%in})zllu — Myullpr,y) =0 Vue WhP(Q)andn < p < +oo. 4.6)

As above, we also consider the extension of ITii to Q by setting IT,it = it on Q \ .
For the proof of theorem 4.1 we need some lemmas.

Lemma 4.2. Let us assume that (4.2) is false. Let § > 0 and A be the parameters
introduced in assumption (2.19) and (A2), respectively. Then there exist 4y > 0 and
@ > 0 independent of 4 such that

i = anllga g,y < (J' @) = J' @)@y — i) Vh < ho. 4.7

Proof. By applying the mean value theorem we get for some i, = it + 0),(ity, — ir)
(' C@n) = J' @) (ap — ) = J" ) Gy — w)* (4.8)
Let us take
1 _ -
= f(uh — l/t).
iy, — M||L2(Q)
Let {h};2, be a sequence converging to O such that
Jim 70 (iin, vy, = lim inf J @i, i (x) — @(x) ae. x € Q, vy, —vin L}(Q).

The goal is to prove that

liminf 7/ @2 > | 2 =9, 49
T2 s0l2, g, ifv £ 0, “49)
where A is introduced in assumption (A2). Then (4.7) follows from (4.8) and this in-

equality by taking u = A/2if v =0 and u = (§/2) ||v||iz(9) otherwise.
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In order to simplify the notation we will replace A, by 4, but we must have in mind
that {h} is the sequence {h;};2,. Let us prove that v belongs to the critical cone Cj;
defined in section 2. First of all remark that every v, satisfies the sign condition (2.14),
hence v also does. Let us prove that v(x) = 0 if d(x) # 0, d being defined by (2.12).
We will use the interpolation operator I1, defined by (4.5). Since u € K it is obvious
that IT,u € K. Let us define

_ N oL, _
dp(x) =@, (x) + x, Y (x), iy (x)). (4.10)

3.
From assumption (A2), (4.1), (4.4) and lemma 3.5 we deduce that d, — d in L*().
Now we have

/d_(x)v(x)dleim/ dp(x) vy (x) dx
Q h—0 Q

1 - _
= lim f{/\ dh(l'lhﬁ—ﬁ)dx—i—f dy(uy, —th_l)dx}.
h=0 llup — ull 20, e, o

Using the regularity of & proved in theorem 2.4 and (3.10), (4.3) and (4.6) we deduce

/&(x)v(x)dx < lim ;/ dy (x) (it (x) — i (x)) dx
Q Qp

h=0 |lup — ull 2,
1
<Clim —|lu — Myu =0.
<Clim i = Myl g,

Since v satisfies the sign condition (2.14), then d(x)v(x) > 0, hence the above inequality
proves that v is zero whenever d # 0, which allows us to conclude that v € Cj.

Let us assume first that v = 0, then from the definition of vy, (2.5), (2.19) and
assumption (A2) we get
liminf J” (&1,)v? = lim inf / i(x i ln) — @i 82—f( ) 122 d
hes0 h)Vp — h0 o 8y2 > Yy, Un Dy, 8y2 X, Yay th X

aZL . 82L A
+2/Qm(x,yﬁh,uh)zvhvhdx+/Qw(x,yﬁh,uh)vﬁdx}

2L _ _ _d*f
>/[—<x,y,u>—so—2<x,y)]zidx
ol dy dy

L
+2 (x,y,)zyvdx + A = A,
q 0yodu

which implies (4.9) for v = 0.
Finally, let us consider the case v # 0. Arguing as above we get
02L % f
. AN D S = — = |2
llﬂlng//(uh)Uh _/Q[B—yz(x’ y,u) — <Pa—y2(x’ y)]zv dx

+2/ 82L( y, it)Z,v dx + li 'f/azL( in)v2d
X,y,U)Z,vdx 1m in —(x, yu,, Up)V; dx.
Qayau y ZU h—0 Qauz yh h h
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Now thanks to Lusin’s theorem, for any ¢ > 0 there exists a compact set K, C 2
such that

lim ||t —uy|p~k,) =0 and [Q\ K,| <e.
h—0

Combining this fact with the above inequality and remembering that v, — v weakly in
L*(2) and ||lvp|l12(q) = 1, we deduce

I 'fJ”<A>2>/ PL 5 -7t 5) 2dx+2/ PL (5 iyeovdx
imin ap)vj, > —(x,y,0) — p—=(x, - X, V, )7V
h—0 i ol 0y? Y ¢ dy? Y o dyou et

—|—1iminff 82—L(x ¥, i)v? dx

0 Jx qu2

—|—1iminff |:32—L(x Vi ﬁh)—az—L(x ¥y ﬁ)]vzdx
he0 Kg au2 ) Uup»s auz El ) h

. 3L .
+ liminf (x, ya,, up)v, dx
Q

=0 Jo\k, u?
> | L5 -7t ) rax2 L s
= — @,y u)—o—(x, X, y,u)z,vdx
ol oy T gy o dyou

?L. o, . 5
+ (x, ¥y, u)v-dx + liminf A v, dx
Q\Ke

k. ou? h—0

9%L
>J”(ﬁ)v2—/ ﬁ(X,i,ﬁ)vzdxﬁ—A/ v? dx.
Q\K, oU Q\K,

Finally using (2.19) and making ¢ — 0 we deduce
liminf J"(@y)v; > 811vII72q),

which concludes the proof. U

Lemma 4.3. There exist a constant C > 0 independent of % such that for every uj,
uy € Kand all v € L*(Q), withv = 0in Q \ €y,

|(J5(u2) = J'up))v| < C{h? + lluz — urll 20 vl 220y - (4.11)
Proof. From (2.4) and (3.5) we obtain
| (Vi) = I @)

/ oL
< -
Q\Qp

ou
-
Qp

oL JdL
(E(X, ya(u2), uz) + Sﬂh(uz)) - (E(X, Yuy> 1) + §0u1>

< Cflluz — urll 2 + Nlon@2) = @ 120y + 1n@2) = yu 2 vl 2 g)-
Now (4.11) follows from this inequality and (3.12). ([

(xv Yuyps ul) +(/)u1 |v|dx

[v] dx
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Lemma 4.4. The following identity holds:

}lli_r)r%)%w’(ﬁ)(l'[hﬁ —a)|=0. (4.12)
Proof.  We will distinguish two different elements in every triangulation 7,
7,7 ={T € Tj: |d(x)| > 0Vx e T},
7. ={T € T;: 3&r € T such thatd(¢7) = 0}.
Since d is a continuous function, then d(x) > 0Vx € T ord(x) < 0 Vx € T, for
any T € ’Z;f. Now, according to (2.13) u(x) = o forevery x € T or u(x) = f for every

x € T. This implies that IT,u(x) = u(x) for every x € T_and every T € ’]7. On the
other part, let us remind that IT,u has been defined in 2 \ €2, by u. Therefore

|J' @) (it — )| =

> deo)(Myie(x) — ﬁ(x))dx‘

TeT, T

= Z /J(X)(th_t(x)—ﬁ(x))dx‘
TeT? T

<2 /T|67(x)—ci(sr)||Hhﬁ(x)—zz(x)|dx
TE'];IO

<A,;h/ [Ty (x) — ii(x)| dx,
Qp

where A ; is the Lipschitz constant of d. This Lipschitz property follows from assump-
tion (A2) and the fact that y, g € W>P(Q) c C*!(Q). Finally, the last inequality along
with (4.6) leads to (4.12). U

Proof of theorem 4.1. Taking u = uy, in (2.9), with u,, extended to Q2 by (4.4) we get
J () (), — ) = /Q<¢+ %(x, v, ﬁ))(ﬁh —u)dx > 0. (4.13)
From (3.10) and the fact that [T, = u;, = u on Q2 \§h it comes
Jp (i) (Mt — up) = /;(% + %(x, Vi ﬁh))(nhﬁ —up)dx >0,

hence
T ) (i — i) + Jy (i) (it — i) > 0. (4.14)
Adding (4.13) and (4.14) we obtain
(/@) — Ty @) @ — i) < Jy an) (Mt — D)
= (JpGap) — J' @) (Myi — i) + J' (@) (it — ).
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For every h small enough, this inequality and (4.7) imply
plli = iin 3o, < (J/G@) = J'Gn) @ = iay)
< (Jp Q) — ') @ — i) + (I @) — J'(@)) Tyt — i)
+ J'(@)(Tyu — i).

Now from (4.11) with u, = u; = uy, in the first summand of the previous line and
uy = uy and u; = u in the second, we get

pllis = 1720, < Cith?d — inll 2 + Co(h® + & — dnll 2 ) 1 — Tl 20y
+ J' ()T — ).
Using Young’s inequality and reminding that # = u;, = I1,u on 2 \ 2, we deduce
Mo _ _ . -
S = s,y < Cs(h* + Nl = Wil q,)) + I/ @) (Tt — D).

Finally, (4.6) and (4.12) imply that
lim i||a—ﬁh||22 =0
h—0 h2 L (Qh) ’

which contradicts (4.3). [l
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ERROR ESTIMATES FOR THE NUMERICAL APPROXIMATION
OF NEUMANN CONTROL PROBLEMS. *

EDUARDO CASAST AND MARIANO MATEOS*

Abstract. We continue the discussion of error estimates for the numerical analysis of Neumann
boundary control problems we started in [6]. In that paper piecewise constant functions were used
to approximate the control and a convergence of order O(h) was obtained. Here, we use continuous
piecewise linear functions to discretize the control and obtain the rates of convergence in L2(T').
Error estimates in the uniform norm are also obtained. We also discuss the approach suggested by
Hinze [9] as well as the improvement of the error estimates by making an extra assumption over
the set of points corresponding to the active control constraints. Finally, numerical evidence of our
estimates is provided.

Key words. Boundary control, semilinear elliptic equation, numerical approximation, error
estimates

AMS subject classifications. 49J20, 49K20, 49MO05, 65K10

1. Introduction. This paper continues a series of works about error estimates
for the numerical analysis of control problems governed by semilinear elliptic partial
differential equations. In [1] a distributed problem approximated by piecewise con-
stant controls was studied. In [6] the control appears in the boundary. This makes
the task more difficult since the states are now less regular than in the distributed
case. Piecewise constant approximations were used in that reference. The advantage
of these is that we have a pointwise expression both for the control and its approxi-
mation, which we can compare to get uniform convergence. The reader is addressed
to these papers for further references about error estimates for the approximation
of linear-quadratic problems governed by partial differential equations and for the
approximation of ordinary differential equations.

In the case of continuous piecewise linear approximations of the control, there
exists not such a pointwise formula in general. If the functional is quadratic with
respecto to the control, recent results in [7] about the stability of L? projections in
Sobolev W*P(T") spaces allow us to obtain uniform convergence and adapt the proofs.
The general case is more delicate. Results for distributed control problems can be
found in [3]. The main purpose of this paper is to obtain similar results for Neumann
boundary controls. This is done in Theorem 4.6.

We also refer to the works for distributed linear-quadratic problems about semi-
discretization [9] and postprocessing [11]. The first proposes only discretizing the
state, and not the control. The solution can nevertheless be expressed with a finite
number of parameters via the adjoint-state and the problem can be solved with a
computer with a slightly changed optimization code. The second one proposes solv-
ing a completely discretized problem with piecewise constant approximations of the
control and finally construct a new control using the pointwise projection of the dis-
crete adjoint state. We are able to reproduce the first scheme for Neumann boundary
controls, a general functional and a semilinear equation.

*The authors were supported by Ministerio de Ciencia y Tecnologia (Spain).

TDpto. de Matematica Aplicada y Ciencias de la Computacién, E.T.S.I. Industriales y de Tele-
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tDpto. de Mateméticas, E.P.S.I. de Gijén, Universidad de Oviedo, Campus de Viesques, 33203
Gijoén, Spain, e-mail: mmateosQorion.ciencias.uniovi.es
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The rest of the paper is as follows. In the next section, we define precisely the
problem. In Section 3 we recall several results about this control problem. Section 4
contains the main results of this paper: we discretize the problem and obtain error
estimates for the solutions. In Section 5 we investigate what happens when we only
discretize the state, and not the control. Section 6 is devoted to the special case of an
objective function quadratic with respect to the control. Numerical evidence of our
results is presented in Section 7. Finally, in an appendix, we include the proof of a
finite element error estimate in the boundary.

2. Statement of the problem. Throughout the sequel, 2 denotes an open
convex bounded polygonal set of R? and T is the boundary of . We will also take
p > 2. In this domain we formulate the following control problem

inf J(u) :/QL(x,yu(m))d:U +/Fl(x7yu(x),u(x)) do(x)

(P) subject to (yu,u) € H'(Q) x L>=(T),
welU={ucLl®) | a<ulz)<p ae zecl},
(yu,u) satisfying the state equation (2.1)

{—Ayu(x) = ao(z,yu(z)) n 0

doyu(w) = bo(z,yu(x)) +u(z) on T, 2.1)

where —oo < a < 8 < 400. Here u is the control while y, is said to be the associated
state. The following hypotheses are assumed about the functions involved in the
control problem (P):

(A1) The function L : @ x R — R is measurable with respect to the first com-

oL
ponent, of class C? with respect to the second, L(-,0) € L'(Q), 6—(-,0) € LP(Q)
Y
0?L
a—yQ(-, 0) € L*(Q) and for all M > 0 there exists a constant Cr_ps > 0 such that

0%L 0%L
ain(xayQ) - aiyz(%yl) < Cp mly2 — 1l

for a.e. z € Q and |y, |y;| < M, i=1,2.

(A2) The function [ : ' x R?> — R is Lipschitz with respect to the first compo-
nent, of class C? with respect to the second and third variables, I(-,0,0) € L'(T),

D(Qy’u)l(-, 0,0) € L*°(T") and for all M > 0 there exists a constant Cj p; > 0 such that

ol ol

ol ol
yy(l‘z,yau) - yy(l‘l,yau)

(2,9, u) — m—(21,y,u)| < Cpar|re — 241],
ou

ou

"

D3,y y2,uz) = Dy ol (@, yrun)ll < Cona(lyo — y1| + |uz — ual),

for a.e. x,z; € T and |y, |y, |ul, |ui| < M, i =1,2, where D(2y ! denotes the second
derivative of [ with respect to (y,u). Moreover we assume that there exists A > 0
such that

0?1

w(m,y,u) > A, ae zeTl and (y,u) € R? (2.2)
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Let us remark that this inequality implies the strict convexity of [ with respect to the
third variable.

(A3) The function agp : 2 x R — R is measurable with respect to the first variable
8&0

and of class C? with respect to the second, ag(-,0) € LP(£), oy (+,0) € L™ (),
82(10
—(-,0) € L™ (),
Iy (+;0) ()
8&0
8—(9c,y) <0 ae.z€QandyeR
Y

and for all M > 0 there exists a constant Cy, as > 0 such that

82(10 820,0
6—@/2(%1/2) - W(x,yl) < Cog,mly2 —y1| ae. z € Qand [y, [y2] < M.

(A4) The function by : T' x R — R is Lipschitz with respect to the first variable and

b
of class C? with respect to the second, by(-,0) € W1=1/PP(T), aa 20(~,0) € L>°(I),
Y
dbg
720 <0
oy V)

and for all M > 0 there exists a constant Cp, ar > 0 such that

0ob, ob
87;(1‘2,31) - a;(xl,y)‘ < Cyy,m|T2 — 1],

8%by 9%by
Tyg(xay2) - Tyz(%yl)

< Cyo,mly2 — 11l

for a.e. x, 1,29 € T and |y|, |y1|, ly2] < M.

(A5) At least one of the two conditions must hold: either (Jag/0y)(x,y) < 0 in
Eq x R with Eq C Q of positive n-dimensional measure or (9by/dy)(z,y) < 0 on
Er x R with Er C T of positive (n — 1)-dimensional measure.

3. Analysis of the control problem. Let us briefly state some useful results
known for this control problem. The proofs can be found in [6].

THEOREM 3.1. For every u € L*(T") the state equation (2.1) has a unique solu-
tion y, € H?’/Q(Q), that depends continuously on u. Moreover, there exists py > 2
depending on the measure of the angles in T such that if u € W =1/PP(T") for some
2 <p <po, then y, € W>P(Q).

Let us note that the inclusion H*/2(Q) c C(Q) holds for Lipschitz domains in
R2. As a consequence of the theorem above, we know that the functional J is well
defined in L?(T).

Let us discuss the differentiability properties of J.

THEOREM 3.2. Suppose that assumptions (A3)-(A4) are satisfied. Then the
mapping G : L=(T) — H*/%(Q) defined by G(u) =y, is of class C*. Moreover, for
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all u,v € L®(T), z, = G'(u)v is the solution of
8a0

—Az, = (2, Yu) 20 in Q
9y (3.1)
Opzy = %(a: 2o +v on T
viv = By y Yu)2v .
Finally, for every vi,ve € L®(Q), 2y,0, = G (u)v1v2 is the solution of
Oa ?a
_szlvg = J(xvyu)zvﬂ& + 720(‘%7 yu)zvlzvz in Q
O,z = %(z )z —|—%(I V2, 2 on T '
T Ay y Yu ) Zvyvg a2 y Yu ) Ry Rug )

where z,, = G'(u)v;, i = 1,2.
THEOREM 3.3. Under the assumptions (A1)-(A4), the functional J : L=°(T') — R
is of class C*. Moreover, for every u,v,vy,ve € L*(T)

J (u)v = /F (gi(x,yu, u) + <pu> vdo (3.3)

and

62L 82(10
J" = a2 u)Av1 “v u Ty o W Yu)cfu fu d
(U)Ul’l)g /Q |:ay2 (J?,y )Z 1Zvy T ayg (.’E Y )Z 1% 2:| €L
—|—/ a—Ql(a@ U) Zyyy Zugy + 8721(;3 ) (2, V2 + 2y, V1) (3.4)
r 8y2 b ym V1 ~V2 ayau b yu7 V1 2 V2 1 .

0%l 92b
+w(x, Yu, W)UV + 90“@20(% yu)zvlzw] do

where z,, = G'(u)v;, i = 1,2, y, = G(u), and the adjoint state p, € H>*(Q) is the
unique solution of the problem

8(10 oL .
“Ap = 2z, Y, x, Y ¢
® 8y(fm/)swray(ﬂcy) in

3.5
0 —%(:r ) —l—g(;v u) onT .
v = ay y Yu )P ay y Yus .

The existence of a solution for problem (P) follows easily from our assumptions
(A1)—(A5). In particular, we underline the important fact that the function [ is convex
with respect to the third variable. See (2.2). The first order optimality conditions for
Problem (P) follow readily from Theorem 3.3.

THEOREM 3.4. Assume that @ is a local solution of Problem (P). Then there
exist i, o € H3?(Q) such that

—Ag(z) = aolz,y(x)) in Q
{ 0,5) = bolw,y() +alz) on T, (3.6)

A = leget @) w0
b ol (3.7)

op = af;(x,*)<ﬁ+a—y(m,y,a) on T,



NUMERICAL APPROXIMATION OF BOUNDARY CONTROL PROBLEMS II )

/F (gi(xvﬂa u) + @> (u—a)do(x) >0 Yue U™ (3.8)

If we define
- o, _, . _ _
qa) = o, gla), (@) + Pla),
u
then we deduce from (3.8) that

B 0 for a.e. z € T where a < u(z) < 3,
dlz)=4¢ >0 forae. z eI where a(zr) =,
<0 forae. z €T where a(z) = 3.

(3.9)

In order to establish the second order optimality conditions we define the cone of
critical directions

Cy = {v € L*(I) satisfying (3.10) and v(z) = 0 if |d(x)| > 0},

{ >0 forae. z el where a(z) = a,
v(z) =

<0 for a.e. x € T where @(z) = . (3.10)

Now we formulate the second order necessary and sufficient optimality conditions.

THEOREM 3.5. If 4 is a local solution of (P), then J"(u)v? > 0 holds for all
v € Cy. Conversely, if u € U satisfies the first order optimality conditions (3.6)—
(3.8) and the coercivity condition J"(w)v? > 0 holds for all v € Cy \ {0}, then there
exist 6 > 0 and € > 0 such that

J(u) > J(@) + 0llu — allF2 (3.11)

is satisfied for every u € U such that ||u — U| o) < €.

REMARK 3.6. By using the assumption (0%1/0u®)(z,y,u) > A > 0, we deduce
from Casas and Mateos [4, Theorem 4.4] that the following two conditions are equiv-
alent:

(1) J"(a)v? > 0 for every v € Cy \ {0}.

, (2) There exist § > 0 and T > 0 such that J" (a)v? > 5”””%2@) for every v € C7,
where

CT = {v € L*(T") satisfying (3.10) and v(z) = 0 if |d(x)| > T}.

It is clear that that CT contains strictly Cy, so the condition (2) seems to be stronger
than (1), but in fact they are equivalent.

THEOREM 3.7. Suppose that @ is a local solution of (P), then for all x € T the
equation

ol

ou

has a unique solution t = 5(x). The mapping 5 : T — R is Lipschitz and it is related
with @ through the formula

u(x) = Proja,p/(5(z)) = max{a, min{f3, 5(z)} }. (3.13)
Moreover i € COY(T') and g, € WP(Q) C C%L(Q) for some p > 2.

@) + o= (,y(x),t) = 0 (3.12)
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4. Full discretization. Here, we define a finite-element based approximation of
the optimal control problem (P). To this aim, we consider a family of triangulations
{Ti}hso of Q: Q = Uper, T. This triangulation is supposed to be regular in the
usual sense that we state exactly here. With each element T' € 7}, we associate two
parameters p(7T") and o(T'), where p(T') denotes the diameter of the set T" and o(T")
is the diameter of the largest ball contained in T. Let us define the size of the mesh
by h = maxger, p(T). The following regularity assumption is assumed.

(H) - There exist two positive constants p and ¢ such that

p(T) _ h

o) =" o) =’
hold for all T' € 7, and all h > 0.

For fixed h > 0, we denote by {T]};Vz(f ) the family of triangles of 7}, with a side
on the boundary of I'. If the edges of T; NI are .Z‘% and 22" then [z, x{fl] =1T;NT,
1 <j < N(h), with quv(h)ﬂ = zf.

4.1. Discretization of the state equation. Associated with this triangulation
we set

Yy, = {yh € C(Q) | Yn|T € Py, forall T € ﬂ}v

where P; is the space of polynomials of degree less than or equal to 1. For each
u € L>®(T), we denote by yp,(u) the unique element of Y}, that satisfies

ayn(u)) = |

ao(z, yn(u))zp dx—i—/[bo(m,yh(u))—i-u]zh dx Vzp € Yy, (4.1)
Q

r

where a : Yy X Y, — R is the bilinear form defined by

a(Yn, 2n) :/QVyh(x)Vzh(x) dzx.

The existence and uniqueness of a solution of (4.1) follows in the standard way
from the monotonicity of ag and by (see [6]).

Let us now introduce the approximate adjoint state associated to a control. To
every u € U,q we relate p,(u) € Yy, the unique function satisfying

ofenu). ) = [ (%‘j(ayh(u))wh(u) n g§<x,yh<u>>) odot

Obg

/F (ay(%yh(u»wh(u) + g;(x,yh(u),u)> zndo(z) Vzp € Y.

We will make intensive use of the following approximation properties.
THEOREM 4.1. (i) For every u € H'/?(T') there exists C > 0, depending contin-
uously on ||ull g1/2ry, such that

lya = yn (= () + llew = on(W)llzr@) < CR*™* for all 0 < s <1, (4.2)

and

g = yn(@)ll2 ey + 0w = en(w)llzzqry < CRY2. (4.3)
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(i) For every u € L*(T) there exists Cy > 0, depending continuously on ||ul|r2(r),
such that

1y — yn(u)| 5s ) + |0u — en(w)| ms o) < Coh?/?—# for all0 < s <1. (4.4)
iii) For every uy,us € L?(T) there exists a constant C > 0 such that
(i) y

%y = Yoo |21 ) + Nyn(ur) — yn(u2) || g1 @)+

pus — Pus 1 (0) + lon(ur) — on(u2) g @) < Cllur — vzl L2(r)-

(iv) Moreover, if up — u weakly in L*(T), then yn(un) — yu and @p(up) — @4
strongly in C(Q).

Proof. (i) If u € H'/?(T') then both the state and the adjoint state are in H?(€).
Then we can use the results proved in [5] to deduce (4.2) for s = 0 and s = 1. For
s € (0,1), the estimate can be deduced by real interpolation methods (see Brenner
and Scott [2, Section 12.3]. Inequality (4.3) is proved in an appendix.

(ii) Now, we only can assure that the state and the adjoint state are functions of
H3/2(Q). Again the result follows by real interpolation. See [2, Theorem (12.3.5)].

(iii) This is obtained in a standard way from the monotonicity of ag and by and
(A5).

(iv) See [5, 6] 0O

4.2. Discrete optimal control problem. Now we are going to approximate
problem (P) by a finite dimensional problem. Set

Up,={ueC)] Uy (4, 291 ePyfor 1 <j<N(h)}.

The approximated control problem is

min Jy (up) = /

L(x,yh(Uh)(x))d:v+/l(fc’yh(w)(fﬂ),w(w))da(x)»
Q

r

(Pn)

subject to (yn(up),un) € Yy x UP satysfying (4.1),

where U,‘:d =U,NnU,

Since Jj, is a continuous function and Up? is compact, we get that (Pj) has at
least one global solution. The first order optimality conditions can be written as
follows:

THEOREM 4.2. Assume that @y, is a local optimal solution of (Pp). Then there
exist Y and @y, in Yy satisfying

a(Gn, zn) = / ao(z, Jn)zn dx—i—/(bg(x,gjh) +ap)zpdx  Vzp € Yy, (4.5)
Q r

_ o 8&0 _ _ 8L _
a(@n, zn) = /Q ( By (@, Jn)@n + By (x,yh)> Zp da+

b ol
/r (a;(%yh)% + ay(ﬂfvyh,uh)) zndo(z) Vap € Ya, (4.6)
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ol
/ (@h + au(m>yhauh)> (up — @p) do(z) >0 Y, € U (4.7)
I

We will denote

B1(2) = @(e) + g (5 (2), 10 ()

REMARK 4.3. At this point, we can show the difficulty introduced by the fact that
Up is formed by continuous piecewise linear functions instead of piecewise constant
functions. To make a clear presentation, let us assume for a while that l(z,y,u) =

A
Uz, y)+ —u?. In the case where Uy, is formed by piecewise constant functions, we get
from (4.7) that
J+1
r

_ ‘ 1 [
uh|(w{;,w{;+1) = P?”Oj[a,ﬁ] <A /zj @h(x)da(x)> .

r

Comparing this representation of ay, with (3.13) we can prove that up, — @ strongly
in L>°(T"); see [6].

Since we are considering piecewise linear controls in the present paper, no such
pointwise projection formula can be deduced. We only can say that uyp is the conver
projection of f%gﬁh(x). More precisely, uy is the solution of problem

- 2
S [on + Avn |72 (4.8)

This makes the analysis of the convergence more difficult than in [6]. In particular,
we can prove that uy, — @ strongly in L?(T), but this convergence cannot be obtained
in L=(T') in an easy way as done in [6]; see Section 6 for further discussion on this
particular case. The reader is also referred to [7] for the study of problem (4.8).

THEOREM 4.4. For every h > 0 let 4y be a solution of (Pr). Then there exist
subsequences {Up }r>0 converging in the weak* topology of L>°(T') that will be denoted
in the same way. If up, — @ in the mentioned topology, then u is a solution of (P)
and

AILI}) Jh(ﬂh) = J(ﬂ) and }ILILI}) ||’L_L — ﬂh”LZ(p) =0.

Proof. Since U C U holds for every h > 0 and U is bounded in L>(T),
{@p}r>o is also bounded in L (T"). Therefore, there exist weakly*-converging subse-
quences as claimed in the statement of the theorem. Let @, be the of one of these
subsequences. By the definition of U?? it is obvious that 7, € U%. Let us prove that
the weak* limit @ is a solution of (P). Let % € U%? be a solution of (P) and consider
the operator 11, : C(T") — Uy, defined by

Myu(al) = u(x%) forj=1,...,N(h).
According to Theorem 3.7 we have that @ € C%!(T") and then

@ — pt|| oo ry < Chlllcon(ry;
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see Lemma 4.5 below. Remark that II,u € U;fd for every h. Now using the convexity
of I(z,y,u) with respect to u and the uniform convergence g, = yn(un) — § = yz and
yr(IIp@) — yg (Theorem 4.1(iv)) along with the assumptions on L and [ we get

J(u) < lihmi(I)lf Jn(tp) < limsup Jp (@) < limsup Jy () = J(@) = inf (P).
- h—0 h—0

This proves that @ is a solution of (P) as well as the convergence of the optimal costs.
The L? convergence of {u,} to @ follows now in a standard way from the convergence
J(up) — J(u) together with assumptions (A1) and (A2), the weak convergence
@, — @ in L?(T), the strong convergence 5, — ¥ in C(£2) and the condition (2.2) on
the strict positivity of the second derivative of [ with respect to the third variable. O
The following interpolation results are well know; see for instance [2].
LEMMA 4.5. For allu € C%Y(T'), 1 < q < +oo there exists C' > 0

lim |u — HhuHLq(r)

h=0 h =0, [Ju—Tyul| =y < Chllullconr) (4.9)

and for all p € H3'?(T) there exists C > 0 such that

lp = Tall 2y < CRY2 (|| grarery- (4.10)

4.3. Error estimates. The main result of the paper is the following.

THEOREM 4.6. Let 4 be a solution of problem (P) such that J"(i)v? > 0 holds
for allv € Cyz \ {0} and @y, a sequence of solutions of (Pp,) converging in L?(T) to .
Then

im a — anllL2(r) _

h—0 h 0.

To prove this we will suppose it is false and finally we will get a contradiction. Indeed,
we will suppose that there exists a constant ¢ > 0 and a sequence of h, denoted in the
same way, such that

@ — an||L2ry > ch Yh > 0. (4.11)

We will state four auxiliary lemmas. Through the rest of this section, u and
will be the ones given in the assumptions of Theorem 4.6.
LEMMA 4.7. There exists v > 0 and hy > 0 such that for all 0 < h < hq

vl — w3 < (' (@) = J'(@))(an — a).

Proof. By applying the mean value theorem we get for some 4, = @+ 0 (ap — @)
(J'(an) = J' (@) (an — ) = J" (@) (@ — a)*. (4.12)
Let us take
Up — U

Uh = 7= - -
l|an — allL2(r)
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Let {ht}32, be a sequence converging to 0 such that

. N 2 L. N 2 _ _ 2
12210 Iy (tin, )vp, = llinigf Ji (ap)vy, an, — @ ae. z €T, vy, — v e L*(T).

The goal is to prove that

A ifo=0
: : 1 ([~ 2 )
it @08 = { o, it o

Then the result follows by (4.12) and this inequality by taking v = A/2 if v = 0 and
v =(8/2)||v]|72 otherwise.

To simplify the notation we will write A instead of hy. Let us check that v € Cy.
The sign condition (3.13) is satisfied by the v, and obviously also by v. Let us see
that d(z) # 0 implies v = 0. Since v satisfies the sign condition and d;, — d strongly

in L*(T"), we have
/ |d(x)v(z)|do(z) = /Fcf(x)v(x)da(:r) =

. Up — U
=1 dn( x)d =1 dp(2) ———=——d =
Jim, [ @ @dote) = fim, [ 3o o)
11 i —
= lim/dh h nt )+ hm/dh ntl U ————do(z).
h—0 ||uh — u||L2(I‘ h—0 ||uh — u||L2(p

First order optimality conditions for problem (Pj) state that the first integral is less
or equal than 0. Using Cauchy inequality, we get

W@ = @l 22 r)

d(x )|do( <1 d
J Moot < iy b, 0

Taking into account (4.9) and (4.11), we can pass to the limit when i — 0 to get that

/ |d() o) |do(z) =
T

Therefore, if d(x) # 0, then v(x) = 0 and v € CZ for all 7 > 0.
(i) v = 0. In this case weak convergence of v, — v = 0 in L*(T) is enough to
obtain strong convergence of z,, — z, =0 in C'(Q?) and we have

O*L 0%a
lim inf J” (uh)vh = lim inf {/ {W(x,yﬁh) + @ﬁhaf(l',yﬁh)} th dx
Q Loy Y

—0 h—0

0% 9%bo 5 0%l
5 U an 75 (T, Ya 2 42— (x,ya,,Un)z
+/F |:<6y2($’y h Up) + ¢ " y2 (x,y h)> 2y, T ayau(ﬁﬁ Yip, Up)z hvh:| do(z)

82
+ - u 2(a: Yay,, Un)vi do(x )} >
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lim inf {/
h—0
%b 2]

321 3 0 2 a ~
+ a 2(3: yuh Uh) + Qouh 8 2 (Zl? yuh) th + 28yau(x7yﬁh7uh)zvhvh dO’(l’)

+A/Fv,3 da(m)} _

0’L, . _0%y, _
|5 @n+ o522

82 62[)0 2 82l o
—|—/ {(ay (z,7, )—HDa 2 (z, y)) Zy —I—Zayau(x,y,u)zvv] do(x) + A=A

82[/ 82a0

9 5 (@ Ya,) + Ya, 55 92 (z,ya,)| 27, dx

(ii) v # 0. Arguing as above

%L 0%a
hmlnf.]( )h—/ {3 5 (T, y)JFS@a QO(I y)]z dx

321 o _821)0 ~ ) 821 o
—|—/ Kay (2,9, u) + @W(%y)) Zy + 23y8u (J:,y,u)zvv] do(z)+
[ 9% o,
+ lim inf Fw(%yﬁm“h)vh do(z).

h—0

Now we use Lusin’s theorem. For any € > 0 there exists a compact set K. C I' such
that

}IIL)H%) ||1_L - ﬂhHLOO(KE) =0 and |F\K5| <E.

So we have

0%L 0%a
. ~ 2 _ _ 0 — 2
llzniglf J" (an vy, = /Q [ayQ(CU»y) +® g2 (x,y)] 2, dx

821 o _a2b0 B ) 621 o
+/ [(8?] (2,9, u) + ww(myy)> z, + 28yau (x,y,u)zvv] do(z)+

o 9%l - 9%l X
+112Hj61f/};£ aug( 7ya )vh dO’( )+11?Jng\KE W(xayﬁhauh)v}% d(f(aj)

2
—|—hm1nf/ ( (z,ya,,Un) — g) i(xayvu)) vjp do(z) >
u
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oL, . _d%*ay,
/Ql:ayg(xvy)—’_@ayg (x»y)

2
z, dx

Pl P, N\ 4,0
+/F |:<ay2(x7yau)+<p8y2(xay)) Zv +28yau(xayau)zv1}:| dO’(I‘)+

+

h—0

2
/ a—é(w, 7, 1)v? do(z)+ lim ian/ vido(z)do(x) >
K. Ou I\K.

2
J (w)v* — / a—i(mg}ﬁ)vg do(z)+A vido(z).
N\ K. ou M\K.

Using second order sufficient conditions as stated in Remark 3.6(2) and making ¢ — 0
we deduce that

PR 1" 2 2
hhm_}(r)lfJ (an)v, = 6lvll72ry-

LEMMA 4.8. There exists a constant C > 0 such that

(Ji(an) = J'(@)v < C(* + |lan — all 2oy [0 2 r) -

Proof. The proof is straight forward. First, we apply the expressions for the
derivatives of J and Jj, the trace theorem and Theorem 4.1(iii).

(Jy,(ap) — J'(a))v = /r(@h — @)vdo(x)+
/F <§i(ﬂs,§h,ﬂh) — %(w,y, ﬂ)) vdo(x) =

/F (@h — on(@)vdo(z) + / (en(@) — @)vdo(z)+

o, _ ol
/r (au(ﬂayh,uh) - 8u(a:,zm,u)> vdo (x)+

/F ($<x,yh,u> - gi(x,yhm),u)) vdo (2)+

/F (gi(%yh(u),u) - i(w,y,u)) vdo(z) <

C(llgn — en(@|l L2y + llen(@) — @l 2@+
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lan = all 2@y + 1Tn — v (@) 2@y + lyn(@) — gl 2o 1ol 2y <

< C(llen(@) — @l L2y + lyn(@) = gllL2ry + lan — all L2ry) 0]l L2 (r)-

Finally, using that @ € H'/?(T), we can apply (4.3) to get that the last expression is
bounded by

C0* + an = all 2 oy) 1ol 2oy

O
LEMMA 4.9. For every p > 0 and every 0 < ¢ < 1/2 there exists C;, > 0
independent of h such that

|(Jp, () — J'(an))v] < (Cp,ehw%8 + plltn — 17|\L2(r)> [v]|r2ry Vv e L*(T). (4.13)

Proof. From the hypotheses on [ it is readily deduced

ol ol

|(Jh(dn) — J' (an))v| < / |Pn — pan| + | 7= (@, Tn, Un) — 2= (2, ya,, Un) | | vdo(z) <
T ou ou

C (llen — eanllL2@y + 19n — vanllL2@)) 1ol 2y, (4.14)

where yg, and ¢g, are the solutions of (2.1) and (3.5) corresponding to a,.
Here we cannot apply (4.3) because we do not know if {4y, } is bounded in H/2(T").
If we try to apply estimate (4.4) and the trace theorem we would get that

|(J5(an) — J'(an))v| < C-hPF.

This result is not enough to get the desired order of convergence for |[a — @ z2(r)-
See (4.16). We would get an order of convergence for |4 — 4|2y even worse than
h. We will make a small turnround. Fix 0 < ¢ < 1/2. From the trace theorem and
Theorem 1.4.3.3 in Grisvard [8] (taking p = 2, ' = 1/2+¢, s = 1/2 4+ ¢/2 and
s =0), we have that there exist C. > 0 and K. > 0 such that for every o > 0

lzllz2ry < Cellzll grvzser2iq) < Ce (0'||Z||H1/2+E(Q) + KEU_(IH/s)HZHL?(Q)) :

If we name K,. = C.K.o~(1*1/2) we get, using estimate (4.4) and the fact that
{iin}n>0 is bounded in L?(T),

9n — va, 22y < Ceollgn — ya, 1242 @) + Koellyn — yanllrz) <

Ceollgn — yanllmireve @) + KoeCoh®>.

From Theorem 4.1(iii) we obtain
19 = yanllm1/242 ) < Clla — tn||p2(r)-
On the other hand, using estimate (4.2) and again Theorem 4.1(iii)

19 = Ynllar2ve @) < 19— yn (@ 2=y + [y (@) — Gullgr/2ve (@) <
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C (W27 4l = anllrary )
Combining the last three inequalities we deduce
19n = Yan L2y < CCeo (h?’/z_E + [|u — @h||L2(F)) + K, cCoh®’?.
The same arguments can be applied to the adjoint states, so (4.13) follows from
(4.14). Inequality (4.13) is obtained by choosing o = p/(CC;) and C, . = K, .Co+p.
- LEMMA 4.10.

N GRS o
’lllir%) ﬁ\J’(u)(Hhu —a)|=0.

Proof. Let us distinguish two kinds of elements on I':

= {j: dz) #0Vz € (z}, a8},

70 ={j: 3¢ € («h, x5 such that d(&;) = 0}.

Since d is continuous, for h small enough, its sign is constant on the elements corre-
sponding to indices in 7,7, and hence either @(z) = a or 4(z) = 8 and u(x) = Hu
on each of these elements. So, taking into account that d is a Lipschitz function of
constant, say A, we obtain

@M= ) = | 3 " ) (W) — a(e))do(x)| <
> / A(E)) | Tyi() — ()| do(z) <
)\hZ/F () — a(z)|do (). (4.15)

JET
So we have that
|J'(@) (@ — @)| < Ah||a — | Ly

and the result follows taking into account the interpolation error stated in (4.9). O
Proof of Theorem 4.6. First order optimality conditions for (P) and (Pj) imply
that

J'(@)(ap —u) >0

J;L(ﬂh)(ﬂhﬂ — ﬂh) >0= J;l(ﬂh)(ﬂhﬂ - ﬂ) + J;l(ﬁh)(ﬂ — ﬂh) >0
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Making the sum
J'(@) (@, —a) + Jp (@) Mpa — a) + Jp,(@p) (@ — ap) > 0
or equivalently
(' (7) — Jj () (@ — n) < Jj () (0 — ).
Now applying Lemma 4.7 and the previous inequality

van — allZz ) < (J'(@) = J'(an)) (@ — an) =
(J'(@) = Ty (@n)) (@ — an) + (Jp,(@n) — J'(an)) (@ — an) <

Ty (an) (Mntt — w) + (J;, (@) = J' (4n)) (0@ — ) =

(T (@n) = J' (@) @ptt — @) + J' (@) (Tntt — ) + (T (an) = J'(4n))(@ — un)  (4.16)

The first term is estimated using Lemma 4.8, and the third one with Lemma 4.9.
vl|a = anl|7ery < C(BY2 + |0 — tin o)) [TnG — al| 20y + J' (@) (pa — 1)+

(Cpeh®275 + pllti — Tnl| L2 (r)) | — Tnll2(r)-

Now we have just to take p = v/2 and use Young’s inequality to get that for all
0 < & < 1/2 there exists C. >0

@ —@n 72y < C. (/2|1 — @ 2y + || — |72y + J (@) (Mpa — @) + B2 ~29).

Fixing 0 < ¢ < 1/2, dividing by h? and taking into account the interpolation error
estimate (4.9) and Lemma 4.10, we can pass to the limit and obtain

@ — unllr2(r)
lim ———= =0
h—0 h ’
and we have achieved a contradiction. O
As a consequence, we have uniform convergence and even an estimate for the
error in L°°(T"). We will use the following inverse inequality. For every u, € Uy,

un|lpo ) < Ch™2|Jup|p2(r (4.17)

THEOREM 4.11. Let u and @y, be the ones of Theorem 4.6. Then

. |la =gy
SV R
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Proof. Using the triangular inequality, we obtain
[ = || oo (ry < (|t = TIpal| oo (ry + [In@ = Gn [ oo ().
Since the optimal control is Lipschitz, applying (4.9) we have for the first term

||a_Hha||L“(F) 1/2

For the second term, we can apply the inverse inequality (4.17):

||Hh17, — ’[Lh||Loo(p) Ch—l/QHHh'ﬁ — ﬁhHLZ(p) <0 ||Hhﬁ — ’ELHLz(p) + Hﬁ — ’ELh||L2(p)
h1/2 — h1/2 - h

and the result follows from (4.9) and Theorem 4.6. O

5. Semidiscretization. In this section we will follow the schema proposed by
Hinze in [9] for linear quadratic distributed problems. The idea is to discretize the
state and solve the corresponding infinite dimensional optimization problem. The new
control problem is now defined by

Q) min Jp(u) = / L(z,yp(u)(x)) dx + / Uz, yp(u)(2), u(x))do(z),
Q r
subject to (yn(u),u) € Yy, x U satisfying (4.1).
The first order optimality conditions can be written as follows:

THEOREM 5.1. Assume that @y, is a local optimal solution of (Qr). Then there
exist gn, and @y in Yy satisfying

a(Gn, zn) = / ao(z,Jn)zn dx—i—/(bo(m,jjh) +ap)zpdx Vzp € Yy, (5.1)
Q r

0 oL
a(@n, zn) = / (ao(%yh)s@h + a(x,yh)) zp dz+
Q )

Ay
ob ol
A <8;(xvgh)¢h + %(xaghaﬂh)) Zh dO’(ZL’) Vzp € Ya, (52)
_ ol _ _ ad
/1" P+ 5o (@ G, un ) (w—un)do(z) 20 Vu e U™ (5-3)

The following result is the counterpart of Theorem 3.7.
THEOREM 5.2. Assume that @y, is a local optimal solution of (Qp). Then for all
x €T the equation

o) + o, gn(w). 1) = 0 (5.4

has a unique solution t = §,(x). The mapping 5, : I — R is Lipschitz and it is
related with uy, through the formula

n(2) = Projjag)(n(2)) = max{a, min{8, 5, (2)}}. (5.5)
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Notice that in general @y (x) & Up,.

LEMMA 5.3. For every h > 0 let uy, be a solution of (Qn). Then there exist
subsequences {tp }r>0 converging in the weak™ topology of L°°(T") that will be denoted
in the same way. If Gp — U in the mentioned topology, then @ is a solution of (P)
and

;llli% Jn(ty) = J(@) and ;ILlE}) l@n — @ oy = 0.

Proof. The first part is as in the proof of Theorem 4.4. Let us check the second
part. Take z € T".

a(x) — un(2)] < |5(x) — 5p(2)|-

Due to assumption (A2)

(o) = 51(0)] [ 023101, 5(0) = S o) 50| <
@), 5(0)) = o, 0). 50|+ | 509000, 500) = G o o)) =

[9n(z) — y(z)| + |p(z) — on(z)].

The proof concludes thanks to the uniform convergence g, — 7 and @ — @ (see
Theorem 4.1(iv)). O

THEOREM 5.4. Let i be a solution of problem (P) such that J"(i)v? > 0 holds
for all v € Cz \ {0} and ap, a sequence of solutions of (Qn) converging in L*(T) to
w. Then for every e > 0 there exists C. > 0 such that

@ — ap| g2y < Coh®/27E.

We will make a direct proof of this theorem, not following an argument by contra-
diction as in the proof of Theorem 4.6; see (4.11). Through the rest of the section @
and u will be the ones of Theorem 5.4.

LEMMA 5.5. There exists v > 0 and hy > 0 such that for all 0 < h < hq

vl — anl 3w < (' (@) - J'(@))(an - a).

Proof. Take y, vy, and v as in the proof of Lemma 4.7. The only point where we
used (4.11) was to state that v € C;z. Now we can proceed as follows.

/F|d(x)v(x)|d0(:r) :/Fd(x)v(:c)da(x) =
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. 7 . 7 Up — U
}Eli% g dp(z)vp(z)do(x) }ILEH) g dy(z) Tn = oo do(z) <0
since % is an admissible control for (Qp) and we can apply first order optimality
condition (5.3). The rest of the proof is an in Lemma 4.7. O
Proof of Theorem 5.4. We can repeat the proof of Theorem 4.6. Since u is
admissible for (Qp), we can take @ instead of IIpu in (4.16) and we have that for
every p > 0 and every 0 < € < 1/2 there exists C), . such that

vl[an — a2y < (Jh(@n) = J'(an)) (@ — @) <

(Cpeh®275 + pllti — G| L2 (r)) | — Tnll2(r)-
Now we have just to take p = v/2 to get that
@ — tnllL2ry < C.h?/?¢

forall 0 <e<1/2. 0
REMARK 5.6. This semidiscretization procedure is interesting when l(x,y,u) =
U(z,y) + Su? because in that situation, (5.5) leads to

up(x) = Projja,g (i@h(@) .

This expression shows that uy is piecewise linear. Though upn can have more corner
points than those corresponding to the boundary nodes of the triangulation, the amount
of these points is finite. Therefore up, can be handled by the computer.

6. Objective function quadratic with respect to the control. In many
practical cases when we make the full discretization, the order of convergence observed
for the controls in L?(T) is %/ and in L>(T") is h. Let us show why. We will make
two assumptions that are fulfilled in many situations:

A
Q) l(z,y,u) = €(z,y) + e(z)u + EuQ, where A > 0 and
e the function £ : I' x R — R is Lipschitz with respect to the first com-
ponent, of class C? with respect to the second variable, ¢(-,0) € L(T),
02¢
ay?
that

(-,0) € L=(T") and for all M > 0 there exists a constant Cy s > 0 such

ol ov
@(xQ’y) - ay(ﬂhyy)‘ < Comlze — 1],

< Comly2 — 11,

9%¢ 9%¢
’ayz(xva) - aTJg(%yl)

for a.e. x,x; €T and |y|, |lys| < M, i=1,2;
e the function e : I' — R is Lipschitz and satisfies the following approximation
property: there exists C, > 0 such that

||€ - Hhe||L2(F) < OehB/Q.

This assumption is not very constraining. Although it is not true for Lipschitz
functions in general, it is true for a very wide class of functions. For instance
for Lipschitz functions that are piecewise in H3/%(T).
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(Q2) If we name I'y = {x € T': @(z) = a or u(zx) = [}, then the number of points
in O’y —the boundary of I'y in the topology of I'- is finite. Let us name A
that number.

Through the rest of this section, # and uj will be the ones given in the assumptions
of Theorem 4.6. (Q1) and (3.6) imply that for every x € T

i) = Projjon -~ (p(0) +e(0) )

Now we can state uniform convergence a priori.
LEMMA 6.1. The sequence {tn}n>o is bounded in W'=1/PP(T') and the following
convergence property holds:

|t — || o (ry = 0.

Proof. The control does not appear explicitly in the adjoint equation, and hence
g, is uniformly bounded in W2P(€2). Usual finite element estimates then give us
that ¢, is uniformly bounded in W'P(€2), and therefore their traces are uniformly
bounded in W=/P(T'). Since 1, is the L(I") projection of =(@ +e,,) in U, NU,
and this projection is stable for Sobolev norms (see Casas and Raymond [7]), then
the discrete controls are bounded in W1=1/P2(T).

Finally, Theorem 4.4 and the compactness of the embedding W'=1/P:» () c
L>(T") leads to the desired convergence result. O

This boundness can be taken into account to improve Lemma 4.9.

LEMMA 6.2. There exists C > 0 such that

|(J5(an) — J'(an))v| < Ch3||v|| 2y Yo € LA(D). (6.1)

Proof. Since the controls are uniformly bounded in H'/ 2(T), we can use estimate
(4.3). From the hypotheses on [ it is readily deduced

| (5 () = J' (an)Jv] < /F(I% — ¢u,|)vdo(z) <

Cllen — an 2 vllz2 ey < Ch¥ 2|l 2y

0

Remember that Lemma 4.7 was proved using assumption (4.11) and Lemma 5.5
was proved using that @ was an admissible control for (Qj). Let us show that in this
case the result is still true.

LEMMA 6.3. There exists v > 0 and hy > 0 such that for all 0 < h < hq

vl = anlZay < (J'(@n) = J' (@) (an — ).

Proof. Let us take 7 > 0 as in Remark 3.6-(2). Let us prove that @, — @ € C7 for
h small enough. The sign condition (3.13) is trivial. From the uniform convergence

u, — 4, we can deduce that for h small enough ||d — dp||zr) < 7/4. Take & €

[z1, 21T'] where d(€) > 7. On one side, we have that @(¢) = a. On the other hand,



20 E. CASAS AND M. MATEOS

since d is a Lipschitz function, for A small enough d(x) > 7/2 for every z € [z}, 21",
and hence dj, () > 7/4 for every x € [z, #3t"]. First order optimality conditions for

problem (Py) imply that @y, (z) = « for every z € [z}, 271, and then @y, (&) —a(€) = 0.
The same is applicable when d(§) < 7.
Therefore @, —u € C7 and there exists 6 > 0 such that

llin — sy < " (@) (in — ).
By applying the mean value theorem we get for some 4y = @ + 0 (4 — @)
(J'"(an) — J' (@) (an — @) = J"(an) (@ — ).
So we can write that
Sllan — allFary < (' (an) = J"(@)(@n —a) + [J" (@) — J" (@) (an —a)*.

Finally, the uniform convergence of @, — @ and assumptions (A1)—(A4) allow us to
estimate the last term by %Hﬂh - ﬂ”%?(r) for h small enough. O
LEMMA 6.4. Under (Q2)

|J'(w)(pa — )| < Ch3.

Proof. Now we will distinguish three kind of elements:

mo={j € {l,....N(W)} : (e}, af"") C T},

={je{l,...,N(h)} :a<u(z) < Vre (xr,x{fl)},
and
m={je{l,....,N(h)}: (") nar, #0}.

Notice that

Drfurdurd={1,...,N(h)}and 7 N7} =0 if i # j.

2) If j € 7} then a(x) = Mya(z) for all z € (v}, 21""). Both are cither o or 3 on
the segment.

3) If j € 72 then d(z) = 0 for all z € (], 21"") (see 3.9).

4) The number of elements of 77 is less or equal than A/ and if j € 77 then there
exists & € (zh, #17) such that d(¢;) = 0.

Taking into account these considerations, the Lipschitz continuity of d and @ we
have that

7 () (T — )| = Z/ d(&;)| My — aldo (x) <

]ET

Nh)\hHﬁHCo,l(p)h = Ch3.
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LEMMA 6.5. Under (Q1) and (Q2)

[Ty — al| g2y < Ch3/2.

Proof. Take 7/, i = 1,2,3, as in the previous proof. Notice that if j € 77 then

a(z) = L(p(x) +e(x) for all z € (af, 217" and ¢ € H?/?(T). So, taking into account
Lemma 4.5 and assumption (Q1), we have that

/F (i(z) — Mpii(z))do(x <7 Z / |Hh90 — 3(x)2do(z)+

n Z/ |Hhe ) — e(x)|*do(x) + Z/ |Hhu —a(z)|*do(x) <

jerd

(M6 = 122y + ITne = elFary ) +NlaliZoso)h? < Ch*.

=| o

0

THEOREM 6.6. Let @ be a solution of problem (P) such that J"(@)v* > 0 holds
for allv € Cy \ {0} and @y, a sequence of solutions of (Py,) converging in L?(T') to .
Then there exists C' > 0 such that

|@n — |2y < Ch*/?

Proof. We repeat the steps to get (4.16) and apply the previous lemmas:

vian - alZar) <
(Jp(@n) = J'(@)(Mpu — @) + J'(@)(Mpa — ) + (Jy(@n) = J'(an)) (@ — ap) <

C(R3 + 1@ — anl| o)) | Tn@ — @ 20y + ChY2||@ — @n| p2(ry + Ch2.
By Young’s inequality we get that
= ey < OO Myt — oy + 1Mnt = @[3y + %),

and the result follows from Lemma 6.5. O
Arguing as in the proof of Theorem 4.11 we obtain the following result.
THEOREM 6.7. Under the assumptions of Theorem 6.6

|z — ahHLoo(p) < Ch.
Notice that for a function ¢ € H3/%(I), the interpolation error ||¢—1II,¢|| ) < Ch

(see [2, Eq. (4.4.22)]) and this cannot be improved in general, so we have again the
best possible result.
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7. Numerical confirmation. In this section we shall verify our error estimates
by numerical test examples for which we know the exact solution. We report both
on a linear-quadratic problem and on a semilinear problem. A detailed explanation
about the optimization procedure used can be found in [6].

7.1. A linear-quadratic problem. Let us consider the problem
1
min J(u) = - / (yu(z) — ya(z))?ds + ? / u(z)?do(x)+
2 Ja 2 Jr
+ [ eututa)do(@) + [ e @ (z)do)
(El) T T

subject to (yu,u) € HY(Q) x L*°(Q),
u€Uy={ueL>®)|0<u(x)<1lae zel},
(yu,u) satisfying the linear state equation (7.1)

e1(x) in Q
ea(z) +u(x) on T.

(7.1)

{ —Ayu(z) + c(z)yu(z)
Oy yu (@) + yu(2)

We fix the following data: Q = (0,1)%, p =1, c(x1,22) = 1 + 23 — 23, e, (z1,22) = 1,

ya(r1,2) = af + 2122, e1(21,22) = =2+ (1 + 2§ — 23)(1 + 227 + 2122 — 23),
L on I'y
. [ 8(z2 —0.5)2 +0.58,
—1 —min * * on I
eu($1,$2): { 1—16$2($2—y1)(m2—y2)(332_1) 2
-l x% on F3
—1+ x9(1 — x9) on I'y
and
11— + 222 — 23 on T,
ealty,zg) = 4 202 @} —min{8(z; —.5)?+ 58,1} onTy
2(21,22) = —2+4 21 + 22 on I's
L -z —a} on I'y,

where I'; to I'y are the four sides of the square, starting at the bottom side and going
counterclockwise,

. V21 . V21
Y1 —0.5—2—0 and y5 _0'5+W'
This problem has the following solution (7, %) with adjoint state @: y(z) = 1+ 223 +
172 — 23, (71, 72) = 1 and

x:{’ on I'y
_ min{8(zy — .5)%2 + .58,1 onT
u(wy,w2) = 2 {8(2 ) ¥ on Fi

0 on I'y.

It is not difficult to check that the state equation (7.1) is satisfied by (7, @). So is the
adjoint equation

{A@($)+C($)¢($) = g(z)—yao(z) n Q
olx) = e on TI.
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In example (E1)

0 on I'y
. in{0, 16 — ) (o — y3) (20 — 1 r
(@) = 50) + eule) @) = | 0162003 =402 i) (a2 = D)) on T
1’2(1 — 1’2) on F4,

and it satisfies the relations (3.9) (see figure 7.1), so the first order necessary condition
(3.8) is fulfilled. Since (E1) is a convex problem, this condition is also sufficient for
(g, 1) to be global minimum.

Observe that the control attains its constraints on I's at the points (1,y}) and
(1,y3) which are not going to be node points of the control mesh (unless we force it
or we have a lot of luck, which would not be natural).

Test 1.
h| 1y = onllez) | 19— Gnlmr @) | 1o —tnllreey | 1o — nllpe )
2-1 5.3e — 04 7.3e — 02 8.5e — 03 4.1e — 02
275 1.3e — 04 3.6e — 02 3.0e — 03 1.5e — 02
2-6 3.4e — 05 1.8e — 02 1.1e — 03 1.1e — 02
2-7 8.0e — 06 9.0e — 03 3.7e — 04 3.8e — 03
2-8 2.1e — 06 4.5¢ — 03 1.4e — 04 2.7e — 03

The orders of convergence obtained are h? for ||§ — ¥nllr2(q), h for the seminorm
|9 —Jn|m1 (), h15 for the L?(T") norm of the control and h for the L>°(T") norm. Notice,
nevertheless, that in the last column when we divide h by 2, the error is not divided
into two, but when we divide h by 4 the error is divided into 4. For the subsequences
corresponding to values of i even and odd powers of 1/2, [|& — tp|| oy < 0.5h for
h =272 and || — tp || peo(ry < 0.7h. for h =272,
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7.2. Semilinear example. Let us next consider the problem
1
min J(u) = = / (yu(z) — ya(z))?ds + L / u(z)?do(2)+
2 Ja 2 Jr
+/euxuxd0x —|—/e )Yy (x)do (z
2]+ e@n@o@ + [ e@@iot)

r
subject to (yu.,u) € HY(Q) x L*°(Q),
u€ Uy ={ueL>®Q)]0<ulx)<1lae zecl},
(yu, u) satisfying the semilinear state equation (7.2)

{Ayu(ch(z)yu(I) = e(x) in 0 2)

yu() +yu(z) = ea(r) +ulr) —y(@)ly(z)] on T

The term y|y| stands for ? that does not satisfy the assumptions on monotonicity
required for our current work. However, in our computations negative values of y
never occured so that in fact y? was used. This also assures that locally assumption
(A4) is satisfied.

We fix: Q= (0,1)%, u =1, c(x1,22) = 23 + 2122, €y(T1,22) = —3 — 227 — 22129,
yalry,m2) = 1+ (z1 + 22)%, e1(21,22) = =2+ (1 + 27 + 2122) (23 + 2172),

- 1“% on Fl
1 — min 8(z2 — 0.5)% 4 0.58, on T
eu(@1,2) = 1= 1622(22 = yi) (22 — 3) (22 = 1) :
Lo on I'y
1+ 2(1 — 22) on T,
and
2 -z + 322 — 23 + 2} on T,
ex(wr,ag) = 4 ST 0%2F 22 — min{8(zy — .5)2 + 58,1} on Iy
2L 9 4 dgy 4 322 + 223 4 2t on T
2- T2 on F4.

This problem has the following solution (g,%) with adjoint state @: g(z) = 1 +
222 + x1w9, ¢(w1,22) = —1 and @ is the same as in example (E1). Again d(z) =
o(z) + ey(x) + @(zx), which is also the same as in example (E1) and satisfies relation
(3.9) so that the first order necessary condition (3.8) is fulfilled. The second derivative
of J(@) is, according to (3.4),

T ap? = /Q 2o(@)2dz + / o(e)?do(z) + / (~2)sign(5(2))p(x) 2 () ?do(x),

where z, is given by equation (3.1). Since @(x) < 0 and §(x) > 0, clearly J” (u)v? >
o132 ry holds. Therefore the second order sufficient conditions are fulfilled.
The tests show the same orders of convergence as for the linear example.

Test 2.

A 19 = Gnllez@) | 5= gnllar@) | 1o = tnllr2@) | 16— tnl[r=)
2—1 2.6e — 04 3.5e — 02 8.5e — 03 4.1e — 02
270 7.0e — 05 1.8e — 02 3.0e — 03 1.5e — 02
2-6 1.6e — 05 8.8e — 03 1.1e — 03 1.1e — 02
2-7 4.3e — 06 4.4e — 03 3.8e — 04 3.8e — 03
278 le — 06 2.2e — 03 l.4e — 04 2.7¢ — 03
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8. Appendix. Proof of estimate (4.3). To simplify the notation, we will drop
the subindex w in this reasoning and we will make it only for the state. Let us define

ao(z,y(x)) — ao(z,yn(x)) .
A(96):{ y(@) — yn (o) ify(@) = ynle) #0

0 otherwise

and

y(x) — yn(z) if y(x) —yn(z) # 0

bo(x, y(x)) — bo(z, yn(x))
s 5 \
otherwise.

Notice that A(z) < 0 for a.e. z € Q and B(z) < 0 for a.e. z € T', and due to (A5)
either A(z) < 0 or B(x) < 0 on a subset of positive measure of Q or T.
For every g € L?(T') there exists a unique ¢ € H3/2(Q) (see [10]) solution of

/QVZ(:E)VQS(:U) dx:/QA(x)gb(x)z(x) dx—i—/F]B%(x)gb(x)z(x) do(z)+

/Fg(:z:)z(x) do(x) ¥z € H'(Q)

and there exists C' > 0 such that |[¢[| gs/2(q) < CllgllL2(r)-
There exists also a unique ¢y, € Y}, solution of

/Q Vin(@)Von(x) de = /Q A@)6n(2)2n () d + / B(2)én ()2 (2) dor () +

T

[ ote)anta) dotw) van € i

and [[¢ — ¢p | g1(o) < Ch1/2||¢||H3/2(Q). (See [2, Theorem (12.3.5)].)

Take g € L*(T) with [|gl|lz2ry = 1 and denote M = max{||yllcq), lnllc@) }-
Now apply the equation satisfied by ¢, introduce ¢y, apply the equations satisfied by
y and yp, the definition of A and B, assumptions on ag, by, Holders inequality and
the trace theorem to get

/g(x)(y(ﬂf)—yh(x))da(x) Z/V(y(af)—yh(x))v¢(x) dr—
T Q

/QA(HCW(ZE)(Z/(%) — yn(2)) dx — / B(z)o(2)(y(x) — yn(x)) do(x) =

r

=/vwm—%wwwm—@mwM+/vwm—%mmeMw
Q Q

AAmwmmmf%Q»Mf/Bwamwmf%w»wm:

T
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- / V() -y (2)V(6(x) — dn(x)) da + / (ao( 4(2)) — ao(z, yn(2)))bn () du+
/F (bo(2, 9(2)) — bo(2, yn(2)))n () do(z)—

/Q A)d(x) (y(z) — yn(x)) de — / B(2)(2)(y(x) — yn(2)) do(z) =

T

= [ V@)~ @) Vol) - on(e) do
[ @l 0)) = aatena))0n o) — o)) di+
[0 y(@)) = taCo g () 00) — 0l o) <
Iy =l 6 = dnlln @y + [ Cantlyta)) = yn@)l (o) - o(2)] do+

/FCbo,Mly(x)) = yn(@)] |Pn(2) — d(z)| do(z) <

ly = ynllar @) lé — onllar @) + Cao, e |y — Ynll L2l 00 — @l L2()+
Coom |y = ynllzz@yllon — dll2ry < Mly — ynllar @) l¢ — dullar @) <

Chllyll ez k' 21Dl sz ) < CE*2(lull gy + gl zy)-

Taking into account that ||g|[z2(ry = 1, we can write that

ly = ynllzz() =  sup /g(x)(y(m) —yn(x)) do(z) < Ch32(|lul| gasery + 1).
HgHL2(r‘)=1 r
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ERROR ESTIMATES FOR THE NUMERICAL APPROXIMATION
OF DIRICHLET BOUNDARY CONTROL FOR SEMILINEAR
ELLIPTIC EQUATIONS *

EDUARDO CASAST AND JEAN-PIERRE RAYMOND?

Abstract. We study the numerical approximation of boundary optimal control problems gov-
erned by semilinear elliptic partial differential equations with pointwise constraints on the control.
The control is the trace of the state on the boundary of the domain, which is assumed to be a convex,

polygonal, open set in R?. Piecewise linear finite elements are used to approximate the control as
well as the state. We prove that the error estimates are of order O(hl’l/p) for some p > 2, which is
consistent with the Wl’l/p’p(F)—regularity of the optimal control.

Key words. Dirichlet control, semilinear elliptic equation, numerical approximation, error
estimates

AMS subject classifications. 65N30, 656N15, 49MO05, 49M25

1. Introduction. In this paper we study an optimal control problem governed
by a semilinear elliptic equation. The control is the Dirichlet datum on the boundary
of the domain. Bound constraints are imposed on the control and the cost functional
involves the control in a quadratic form, and the state in a general way. The goal is
to derive error estimates for the discretization of the control problem.

There is not many papers devoted to the derivation of error estimates for the
discretization of control problems governed by partial differential equations; see the
pioneer works by Falk [19] and Geveci [21]. However recently some papers have
appeared providing new methods and ideas. Arada et al. [1] derived error estimates for
the controls in the L> and L? norms for distributed control problems. Similar results
for an analogous problem, but also including integral state constraints, were obtained
by Casas [8]. The case of a Neumann boundary control problem has been studied by
Casas et al. [11]. The novelty of our paper with respect to the previous ones is double.
First of all, here we deal with a Dirichlet problem, the control being the value of the
state on the boundary. Second we consider piecewise linear continuous functions to
approximate the optimal control, which is necessary because of the Dirichlet nature
of the control, but it introduces some new difficulties. In the previous papers the
controls were always approximated by piecewise constant functions. In the present
situation we have developed new methods, which can be used in the framework of
distributed or Neumann controls to consider piecewise linear approximations. This
could lead to better error estimates than those ones deduced for piecewise controls.

As far as we know there is another paper dealing with the numerical approxima-
tion of a Dirichlet control problem of Navier-Stokes equations by Gunzburger, Hou
and Svobodny [23]. Their procedure of proof does not work when the controls are
subject to bound constraints, as considered in our problem. To deal with this diffi-
culty we assume that sufficient second order optimality conditions are satisfied. We
also see that the gap between the necessary and sufficient optimality conditions of
second order is very narrow, the same as in finite dimension.
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Let us mention some recent papers providing some new ideas to derive optimal
error estimates. Hinze [26] suggested to discretize the state equation but not the
control space. In some cases, including the case of semilinear equations, it is possible
to solve the non completely discretized problem in the computer. However we believe
there is no advantages of this process for our problem because the discretization of
the states forces the discretization of the controls. Another idea, due to Meyer and
Rosch [33], works for linear-quadratic control problems in the distributed case, but
we do not know if it is possible to adapt it to the general case.

In the case of parabolic problems the theory is far from being complete, but some
research has been carried out; see Knowles [27], Lasiecka [28], [29], McKnight and
Bosarge [32], Tiba and Troltzsch [36] and Troltzsch [38], [39], [40], [41].

In the context of control problems of ordinary differential equations a great work
has been done by Hager [24], [25] and Dontchev and Hager [16], [17]; see also the work
by Malanowski et al. [31]. The reader is also referred to the detailed bibliography in
[17].

The plan of the paper is as follows. In §2 we set the optimal control problem
and we establish the results we need for the state equation. In §3 we write the first
and second order optimality conditions. The first order conditions allow to deduce
some regularity results of the optimal control, which are necessary to derive the error
estimates of the discretization. The second order conditions are also essential to
prove the error estimates. The discrete optimal control problem is formulated in §4
and the first order optimality conditions are given. To write these conditions we
have defined a discrete normal derivative for piecewise linear functions which are
solutions of some discrete equation. Sections §6 and §7 are devoted to the analysis
of the convergence of the solutions of the discrete optimal control problems and to
the proof of error estimates. The main result is Theorem 7.1, where we establish
@ — @nll L2y = O(R' /7).

The numerical tests we have performed confirm our theoretical estimates. For a
detailed report we refer to [12]. A simple example is reported in §8.

2. The Control Problem. Throughout this paper, {2 denotes an open convex
bounded polygonal set of R? and T its boundary. In this domain we formulate the
following control problem

inf  J(u) :/L(:C,yu(x))dx +g/u2(1) dx

Q r
(P){ subject to (yu,u) € L>(Q) x L>(T),
uweU"={uecLl®T)|a<u(z)<pB ae zecT},
(yu,u) satisfying the state equation (2.1),

—Ayy(z) = f(z,y.(z)) in Q, yu(x) =u(z) on T, (2.1)

where —0o < a < f < 400 and N > 0. Here u is the control while y, is the
associated state. The following hypotheses are assumed about the functions involved
in the control problem (P).

(A1) The function L : 2 x R — R is measurable with respect to the first component,
of class C? with respect to the second one, L(-,0) € L*(Q) and for all M > 0 there
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exist a function ¢z, pr € LP(R2) (p > 2) and a constant Cp, pr > 0 such that

OL 0%L
‘a—y(l’,y)‘ < ¢r m(z), ‘6—y2(x’y)‘ <Cr m,

0%L 0%’L
‘ < Cr.mly2 — v,

6—y2($792) - 6—y2(l’,y1)

for a.e. z € Q and |y, |y;| < M, i=1,2.

(A2) The function f : @ x R — R is measurable with respect to the first variable
and of class C? with respect to the second one,

f(-,0) € LP(2) (p>2), g—z(x,y)gO ae. € Qand y € R.

For all M > 0 there exists a constant C'r pr > 0 such that

0 9?2
8—5(90,34)’ + 8—y‘§($,y)' < Cymae z€and |y <M,
0% f 9?2

< Crmlyz —y1| ae. x € Qand |y1],|y2| < M.

8—y2($,y2) - 8—y£($ay1)

Let us finish this section by proving that problem (P) is well defined. We will say
that an element y,, € L>°(Q) is a solution of (2.1) if

—Awydr = /Q flx,y(@)w(z)de — /Fu(a:)al,w(:zr)da? Yw € H=(2) N Hy (),

(2.2)
where 0, denotes the normal derivative on the boundary I'. This is the classical
definition in the transposition sense. To study equation (2.1), we state an estimate
for the linear equation

Q

—Az(z) =b(z)z(z) in Q, z(x) =u(x) onT, (2.3)

where b is a nonpositive function belonging to L>°(€2).
LEMMA 2.1. For every u € L>(T") the linear equation (2.3) has a unique solution
z € L*®(QY) (defined in the transposition sense), and it satisfies

2l 2) < Cllullg-172(ry, N2ll517200) < Cllullzzry and [|z]| e @) < HUHLw((rQ)-4)
The proof is standard, the first inequality is obtained by using the transposition
method, see J.L. Lions and E. Magenes [30]; the second inequality is deduced by
interpolation and the last one is obtained by applying the maximum principle.

THEOREM 2.2. For every u € L>®(T') the state equation (2.1) has a unique
solution y, € L>(2) N HY2(Q). Moreover the following Lipschitz properties hold

1Yu = Yol (o) < [lu— vz (r) (2.5)
”yu _ yv||H1/2(Q) < CHu - U||L2(F) Yu,v € LOO(F)

Finally if w, — u weakly* in L*>(T"), then y., — yu strongly in L™(Q) for all r <
+o0.
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Proof. Let us introduce the following problems
—Az=0 in Q, z=wu onlT, (2.6)
and
—A¢ =g(x,¢) in Q, ¢=0 onT, (2.7)

where g : @ x R — R is given by g(z,t) = f(x,2z(x) +t), z being the solution of
(2.6). Lemma 2.1 implies that (2.6) has a unique solution in L>(Q) N HY/2(Q). It
is obvious that Assumption (A2) is fulfilled by g and (2.7) is a classical well set
problem having a unique solution in H}(£2) N L°(2). Moreover, since ) is convex,
we know that ¢ € H?(); see Grisvard [22]. Finally the solution y, of (2.1) can
be written as y,, = z + (. Estimates (2.5) follow from Lemma 2.1; see Arada and
Raymond [2] for a detailed proof in the parabolic case. The continuous dependence in
L"(9) follows in a standard way by using (2.5) and the compactness of the inclusion
HY2(Q) C L*(Q) along with the fact that {y,, } is bounded in L>(Q) as deduced
from the first inequality of (2.5). O

Now the following theorem can be proved by standard arguments.

THEOREM 2.3. Problem (P) has at least one solution.

3. Optimality Conditions. Before writing the optimality conditions for (P)
let us state the differentiability properties of J.

THEOREM 3.1. The mapping G : L>®°(T) — L®(Q)NH/?(Q) defined by G(u) =
yu is of class C%. Moreover, for all u,v € L*(T), z, = G'(u)v is the solution of

—Az, = ?(x,yu)zv in €, zp =von I, (3.1)
Y

and for every vi,ve € L®(Q), 24,0, = G”(u)v1v2 is the solution of

af 0% f .
—Azyy, = a_y(xayu)zvlw + a—yg(xayu)z’UlZ'Uz m Q, (3'2)
Zoive — 0 on F,

where z,, = G'(u)v;, i =1,2.
Proof. Let us define the space

V={ye H2(QNL=Q): Ay € L*(Q)}

endowed with the natural graph norm. Now we consider the function F : L>®(T") x
V — L>(T) x L*(Q) defined by F(u,y) = (y|r —u, Ay + f(x,y)). It is obvious that
F is of class C? and that for every pair (u, y) satisfying (2.1) we have F(u,y) = (0,0).
Furthermore

OF - of
w2 = (sl ae+ L)

By using Lemma 2.1 we deduce that (O0F/dy)(u,y) : V — L*(T') x L?*(Q) is an
isomorphism. Then the Implicit Function Theorem allows us to conclude that G is of
class C? and now the rest of the theorem follows easily. 0

Theorem 3.1 along with the chain rule lead to the following result.
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THEOREM 3.2. The functional J : L=¥(T') — R is of class C*. Moreover, for
every u,v, vy, vy € L®(T)

J'(u)v = /F (Nu — 8,¢) vdx (3.3)
and

J ('LL)'U ) — + 2 z (1.’17"’ l\/ 2 dJ:
v 9y (I yu)zv Z'U2 ¢u 9y (I y )Z'U V2 v1v

where z,, = G'(u)vi, i = 1,2, y, = G(u), and the adjoint state ¢, € H?*(Q) is the
unique solution of the problem

af oL

—A=7, (2, yu) o+ a—y(w,yu) inQ, =0 onT. (3.5)

The first order optimality conditions for Problem (P) follow readily from Theorem
3.2.

THEOREM 3.3. Assume that @ is a local solution of Problem (P) and let § be the
corresponding state. Then there exists ¢ € H?(2) such that

of oL

—A¢ = y( Y)P+ a—y(m) in Q, ¢=0on T, (3.6)

and
/ (N —0,¢) (u—u)dz >0 Yue U™, (3.7)
r
which is equivalent to

u(x) = Proji, g (%&,q_ﬁ(x)) = max {a min {5, 0, p(x )}} (3.8)

THEOREM 3.4. Assume that @ is a local solution of Problem (P) and let § and
é be the corresponding state and adjoint state. Then there exists p € (2,p] (p > 2
introduced in assumptions (A1) and (A2)) depending on the measure of the angles of
the polygon Q0 such that § € W'P(Q), ¢ € WP(Q) and u € W'~1/»P(T') ¢ C(T).

Proof. From assumption (A1) and using elliptic regularity results it follows that
é belongs to W2P(Q) for some p € (2,p] depending on the measure of the angles of
I'; see Grisvard [22, Chapter 4]. To prove that @ belongs to W*=1/P?(T') we recall the
norm in this space

u(z) — a(&)P 1/p

where we have used the fact that Q C R?. Now it is enough to take into account that
9,6 € WI=1/P2(T), the relation (3.8) and

Projj,, 5]( Dy o(x )) Proji, g ( u¢(§))’ < %Wyé(ﬂﬁ) —9,9(8)|,
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to deduce that the integrals in the above norm are finite.
Finally, decomposing (2.1) into two problems as in the proof of Theorem 2.3, we
get that 7 = z + ¢, with ¢ € H?(Q2) and £ € W'P(Q), which completes the proof. O
In order to establish the second order optimality conditions we define the cone of
critical directions

Cy = {v € L*(I) satisfying (3.9) and v(x) = 0 if |d(z)| > 0},

[ >0 where u(z) = «,
v(x) = { <0 where d(z) = §, for a.e. z €T, (3.9)
where d denotes the derivative J' (%)
d(z) = Nu(z) — 0,¢(z). (3.10)

Now we formulate the second order necessary and sufficient optimality conditions.

THEOREM 3.5. If @ is a local solution of (P), then J"(u)v?> > 0 holds for all
v € Cy. Conversely, if u € U satisfies the first order optimality conditions provided
by Theorem 3.3 and the coercivity condition

J"(@)v? >0 YoveCy)\ {0}, (3.11)

then there exist i > 0 and € > 0 such that J(u) > J(@) + pl|lu — aH%z(F) is satisfied
for every u € U™ obeying |[u — | = (q) < &.

The necessary condition provided in the theorem is quite easy to get. The suf-
ficient conditions are proved by Casas and Mateos [9, Theorem 4.3] for distributed
control problems with integral state constraints. The proof can be translated in a
straightforward way to the case of boundary controls; see also Bonnans and Zidani
[4].

REMARK 3.6. It can be proved (see Casas and Mateos [9, Theorem 4.4]) that the
following two conditions are equivalent:

(1) J"(a)v? > 0 for every v € Cg \ {0}.

, (2) There exist 6 > 0 and T > 0 such that J" (a)v? > 5”””%2(1“) for every v € CZ,
where

CT = {v € L*(T) satisfying (3.9) and v(x) = 0 if |d(z)| > 7}.

It is clear that CT contains strictly Cy, so the condition (2) seems to be stronger than
(1), but in fact they are equivalent. For the proof of this equivalence it is used the fact
that u appears linearly in the state equation and quadratically in the cost functional.

4. Numerical Approximation of (P). Let us consider a family of triangu-
lations {73, }n>0 of Q: Q = Urez, T. With each element T' € 7j,, we associate two
parameters p(T') and o(T'), where p(T) denotes the diameter of the set T and o(T)
is the diameter of the largest ball contained in 7". Let us define the size of the mesh
by h = maxyper, p(T). For fixed h > 0, we denote by {Tj}jy:(?) the family of trian-

gles of 75, with a side on the boundary of I'. If the vertices of T; N I' are :EJF and

2t then [ol, 2] == T, NT, 1 < j < N(h), with 2 ™+ = 2L, We will also
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0 N(h)
r

follow the notation ap = z . We assume that every vertex of the polygon 2 is

one of these boundary points x% of the triangulation and the numbering of the nodes

{x%}jv:(? ) is made counterclockwise. The length of the interval [z]., 2] is denoted
by hj = |x%+1 — a:JF| The following hypotheses on the triangulation are also assumed.

(H1) - There exists a constant p > 0 such that h/p(T) < p for all T € Tj, and h > 0.
(H2) - All the angles of all triangles are less than or equal to /2.

The first assumption is not a restriction in practice and it is the usual one. The
second assumption is going to allow us to use the discrete maximum principle and it
is actually not too restrictive.

Given two points & and & of T, we denote by [£1,&2] the part of T obtained by
running the boundary from &; to & counterclockwise. With this convention we have
(&2,&1) =T\ [€1,&]. According to this notation

/152 u(z)dr and /El u(z) dx

2

denote the integrals of a function u € L*(T") on the parts of I' defined by [£1,&2] and
[€2, &1] respectively. In particular we have

E2u(:1:)da:: u(z) dz — ; u(z) dz.
[, o= [t [

Associated with this triangulation we set
Un = {uh e C(I) :uh|[z%11%+1] €Py, for 1<j< N(h)},
Y, = {yh € OQ) :yp|lr € Py, forall T € E},
Yho = {yh €Yy tynlr = 0},

where P; is the space of polynomials of degree less than or equal to 1. The space Uj,
is formed by the restrictions to I' of the functions of Y},.
Let us consider the projection operator IIj, : L?(T") —— Uy,

(HhU,Uh)L2(F) = (v,uh)Lz(F) Yup, € Up,.

The following approximation property of IIj is well known (see for instance [20,
Lemma 3.1])

ly = Tagllzacry + A2y — Tyl ey < CR*V2llyleoy Yy € HA(Q)
and for every 1 < s < 2. Observing that, for 1/2 < s <3/2,

ur— inf ||y|lgs )
ylr=u

is a norm equivalent to the usual one of H*~/2(T), we deduce from the above in-
equality

[u = pullp2(r) + h1/2||u - HhU”Hl/?(P) < Cr¥|lullg=r) Yue€ H*(T') (4.1)
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and for every 1/2 < s < 3/2.
Let a: Yy X Y, — R be the bilinear form given by

a(yn,zn) = | Vyn(z)Vzp(x)dz
Q
For all uw € L>(T"), we consider the problem

Find yp(u) € Y}, such that y, = IIu on I, and

a(yn(u), wp) = ; f (@, yn(u))wy dx Ywy, € Yao, (4.2)

PROPOSITION 4.1. For every u € L*(T), the equation (4.2) admits a unique
solution yp(u).

Proof. Let zp, be the unique element in Y}, satisfying z, = Hpu on Ty and zp,(2;) =
0 for all vertex z; of the triangulation 75 not belonging to I'. The equation

Ch € Yno, a(Cn,wn) = —alzn,wn) + | f(x,2n + C)wn dx Ywy € Yao,
Q

admits a unique solution (it is a consequence of the Minty-Browder Theorem [7]). The
function zp, + ¢, is clearly a solution of equation (4.2). The uniqueness of solution to
equation (4.2) also follows from the Minty-Browder Theorem. O

Due to Proposition 4.1, we can define a functional J, in L>(T") by:

Jh(u):AL(x,yh(u)(:C)) d:v—i—g/u?

The finite dimensional control problem approximating (P) is

min J (up) :/L(:v yn(up)(z dx—l——/uh
Q

subject to up, € U,

(Pn)

where
Ut =U, nU = {u, € Uy, | a < up(x) < B forall z €T},

The existence of a solution of (P},) follows from the continuity of J;, in U, and
the fact that U ,‘fd is a nonempty compact subset of Uy. Our next goal is to write the
conditions for optimality satisfied by any local solution @y. First we have to obtain
an expression for the derivative of Jj, : L*°(I') — R analogous to the one of J given
by the formula (3.3). Given u € L>®(T") we consider the adjoint state ¢p(u) € Yio
solution of the equation

a(wn, dn () = /Q [g—i@,yh(u))m(uwg—j@,yh(u)) wnde Yy € Yio. (4.3)

To obtain the analogous expression to (3.3) we have to define a discrete normal deriv-
ative 0" ¢y, (u).
PROPOSITION 4.2. Let u belong to L>°(T') and let ¢p(u) be the solution of equation
4.8. There exists a unique element ¢y, (u) € Uy, verifying
(

(O dn (), wn) L2(r) = awn, dn(u))
(4.4)

/Q {gi(:v yn(u))dn(u) + g_j(%yh(“)) wh dx Vwy € Y.



NUMERICAL APPROXIMATION OF DIRICHLET CONTROL PROBLEMS 9

Proof. The trace mapping is a surjective mapping from Y on Uy, therefore the
linear form

Llan) = atun, 6n(w) ~ [

[ [%w,yh(u)m(u) O )| o

dy dy

is well defined on Up, and it is continuous on Up. Let us remark that if in (4.4) the
trace of wy, on I' is zero, then (4.3) leads to

L(wh) =0.

Hence L can be identified with a unique element of Up, which proves the above
proposition. O

Now the function G introduced in Theorem 3.1 is approximated by the function
Gy, : L*(T") — Y}, defined by Gp(u) = yn(u). We can easily verify that G, is of
class C?, and that for u,v € L>(T'), the derivative 2, = G}, (u)v € Y}, is the unique
solution of

0
a(zp,wp) = /Q 6—§(x,yh(u))zhwh dx Ywy € Yy, (4.5)
zp = v on T
From here we deduce
, oL
Jp(wv = | —(z,yn(u))zpde+ N | uvdz.
o Oy r

Now (4.4) and the definition of II;, lead to

Jp (u)v = N/Fuv dz —/F(?[}(bh(u)ﬂhv dzr = /F(Nu — 0" (u))v dz, (4.6)

for all u,v € L>(T").

Finally we can write the first order optimality conditions.

THEOREM 4.3. Let us assume that @y, is a local solution of (Py) and g the
corresponding state, then there exists ¢y, € Yy, such that

_ 0 - oL
a(wn, ¢n) = / —f(ibaﬂh)% + —(z,9n)| wndz Ywp € Yo, (4.7)
o [0y dy
and
/(Nﬁh - 6ﬁq3h)(uh - ’ﬁh) dx >0 Yuy € U;lld. (4.8)
r

This theorem follows readily from (4.6).
REMARK 4.4. The reader could think that a projection property for uy similar to
that one obtained for @ in (3.8) can be deduced from (4.8). Unfortunately this property

does not hold because up(x) cannot be taken arbitrarily in [o, B]. Functions up € Up
N(h)
=1

are determined by their values at the nodes {:CJF} If we consider the basis of Uy

{ej}j-\]:(?) defined by ej(xk) = &;;, then we have

N(h)
up = Z up e, with upj =up(zl), 1<j < N(h).
j=1
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Now (4.8) can be written

N(h)
/ (N — 0hdn)es da(uny — ) >0 Viun )50 C [0 f, (49)
j=1 /T

where @y, j =t (x)). Then (4.9) leads to

B { o if [o(Niup—0kgn)e;dz >0
hy =

4.10
B8 i [ (N —0hgn)e; dx <. (4.10)

In order to characterize 1y, as the projection of "¢y /N, let us introduce the
operator Proj, : L3(T) —— U as follows. Given u € L*(T), Proj,u denotes the
unique solution of the problem

inf |lu—w
b=l

which is characterized by the relation
/(u(:t) — Proj,u(z))(vs (x) — Projyu(x)) de < 0 Vo, € UP. (4.11)
r
Then (4.8) is equivalent to
_ (L ng
ap = PrOJh(Nal,qSh). (4.12)

Let us recall the result in [13, Lemma 3.3], where a chracteriztation of Proj, (up) is
stated. Given up, € Uy, and up, = Projy, (up), then @y, is characterized by the inequalities

hj—1[(unj—1 — tnj-1) + 2(unj — Un;)|(t — n.;)
+hj[2(un,j — @nj) + (W41 — Unj+1)](t = Unj) <0
for allt € [o, 0] and 1 < j < N(h).

5. Numerical Analysis of the State and Adjoint Equations. Throughout
the following the operator I, € L(WP(Q),Y},) denotes the classical interpolation
operator [6]. We also need the interpolation operator I} € L(W'~Y/P»(T'),Uy,). Since
we have

Ii (ylr) = (Iny)|r for all y € WHP(9),

we shall use the same notation for both interpolation operators. The reader can
observe that this abuse of notation does not lead to any confusion.

The goal of this section is to obtain the error estimates of the approximations
yr(u) given by (4.2) to the solution y, of (2.1). In order to carry out this analy-
sis we decompose (2.1) in two problems as in the proof of Theorem 2.3. We take
z € HY2(Q) N L>(N) and ¢ € HF(Q) N H?(R) as the solutions of (2.6) and (2.7)
respectively. Then we have y,, = z + (.

Let us consider now the discretizations of (2.6) and (2.7).

(5.1)

Find z, € Y}, such that z;, = IIpu on I and
a(zh, wh) =0 th S YhO,
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Find (;, € Yxo such that

a(Ch,wp) = /Qgh(x,ch(x))wh(x) dx Ywy € Yo, (5.2)

where gp(z,t) = f(z,zn(x) +t). Now the solution yp(u) of (4.2) is decomposed as
follows yp,(u) = zp + . The following lemma provides the estimates for z — zp,.

LEMMA 5.1. Let u € U and let z and z be the solutions of (2.6) and (5.1)
respectively, then

lzrll (@) < [Mpullzery < Cla, B) and [|zp/|wir @) < ClHpullyr-1/rr ) (5.3)
lznllz2) < Clpul g-1/2(rys (5.4)

where 1 < r < p is arbitrary, p being given in Theorem 3.4. If in addition u €
H3((T)NU, with 0 < s < 1, then we also have

Iz = znllp2) < Ch* Y2 |lul oy Yh>0and 0 <s < 1. (5.5)

Proof. The first inequality of (5.3) is proved in Ciarlet and Raviart [14], we only
have to notice that

ITThull Loy < Cllullpery < C(a, B), (5.6)

where C' is independent of h and u € U%; see Douglas et al. [18].
Inequality (5.5) can be found in French and King [20, Lemma 3.3] just taking into
account that

2l ges1r20) < Cllullas ).

The second inequality of (5.3) is established in Bramble et al. [5, Lemma 3.2] for
r = 2. Let us prove it for all 7 in the range (1, p]. Let us consider 2" € H!() solution
of the problem

—Azh=0 inQ, P =Tu onT.
This is a standard Dirichlet problem with the property (see M. Dauge [15])
12" wr @) < Clhullys—1/rrry-

Let us denote by I, : W7 (Q) — Y}, the generalized interpolation operator due
to Scott and Zhang [35] that preserves piecewise-affine boundary conditions. More
precisely, it has the properties: fh(yh) =y, for all y, € Y} and IAh(WO”(Q)) C Yho.
This properties imply that fh(zh) = IIpu on I'. Thus we have

—A(Z" = I,(z") = AlL(z") inQ, 2 —1,(z")=0 onT
and 2, — I, (") € Yy satisfies
a(zp — fh(zh),wh) = —a(fh(zh),wh) Ywp € Yo

Then by using the LP estimates (see, for instance, Brenner and Scott [6, Theorem
7.5.3]) we get

lzn = In(z")lwrr @) < Cll2" = In (") lwrr o)

< C(lz" lwrr ) + Hn (M) lwrr @) < Cllz"lwr @) < ClITpullwr-/ee ).



12 E. CASAS AND J.-P. RAYMOND

Then we conclude the proof as follows
lznllwr) < Hfh(zh)||ww(sz) + [l2n — fh(zh)HWw(sz) < ClMpullwr-1/rrry-

Finally let us prove (5.4). Using (5.5) with s =0, (2.4), and an inverse inequality
we get

Iznllz2) < 12" = 2nll2@) + 112" L2

< C(h?| Myl acry + [Tnull gr-1/2(ry) < ClTnull gr-1/2 .-

REMARK 5.2. The inverse estimate used in the proof
Jull2ry < CRTY2|ullgr-1/2ry  for all u € Uy,
can be derived from the well known inverse estimate [3]
[l g2y < CHY2Jul| 2y for all u € Uy,
and from the equality

ullZzqry = lull vz oy llull g-272ry-

Now we obtain the estimates for ¢ — (.
LEMMA 5.3. There exist constants C; = Ci(a, ) >0 (i = 1,2) such that, for all
u € U ¢ H%(T), the following estimates hold

IChllL~(@) < C1 Yh >0 and s =0, (5.7)
1€ = Cullr2qo) < Coh®T/2(1 + [l grsry) VA >0and 0 <s <1, (5.8)

where ¢ and ¢, are the solutions of (2.7) and (5.2) respectively.
Proof. We are going to introduce an intermediate function ¢" € H?(Q) satisfying

~AC" = gp(x,¢"(z)) inQ, "=0 onT. (5.9)

By using classical methods, see for instance Stampacchia [34], we get the boundedness
of ¢ and ¢ in L*°() for some constants depending on ||ul| o) and [Tl foo(ry,
which are uniformly estimated by a constant only depending on « and 8; see (5.6).
On the other hand from (2.7), (5.9) and the assumption (A2) we deduce

Cill¢ = e < al¢ =" =M

= [ l56e.6(0)) = anlan " @)cla) = ¢ )

= [ la6e.¢@) = e, H)I(c(o) - ¢ (@) da

+ [ ¢ @) = (o ¢ @IC) - o) da
< /Q[g(%Ch(x)) = gn(@, " (@)(¢(2) = ¢"(2)) dx < Collz =zl 2@ lI¢ = ¢"llz2 (0

Cy
< CS”Z — Zh”%z(g) + 7HC - ChH%?(Q)'
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This inequality along with (5.5) implies
1€ = M llarr o) < OO 2l e )- (5.10)
Thanks to the convexity of €2, (" belongs to H?(2) (see Grisvard [22]) and

1" 2 0) < Cllgn(®, M)l r2@) = Clull Loy, ITnull Lo ry)-

Now using the results of Casas and Mateos [10, Lemma 4 and Theorem 1] we deduce
that

1" = Cullz2go) < CH2, (5.11)
Ic" - CullLoe (@) < Ch. (5.12)

Finally (5.8) follows from (5.10) and (5.11), and (5.7) is a consequence of the
boundedness of {¢"},~¢ and (5.12). O

THEOREM 5.4. There exist constants C; = Ci(a, 8) > 0 (i = 1,2) such that for
every u € U N H*(T), with 0 < s < 1, the following inequalities hold

||yh(u)||Loo(Q) <C; Vh>0and s=0, (513)
I — yn ()| 220y < Coh® 21+ ull o)) Vh>0and 0<s<1. (5.14)

Furthermore if u, — u weakly in L*(T), {un}nso C U, then yn(up) — yu strongly
in L™(Q) for every r < +oo.

Proof. Remembering that y, = z 4+ ¢ and yp(u) = 2z + Cn, (5.3), (5.5), (5.7)
and (5.8) lead readily to the inequalities (5.13) and (5.14). To prove the last part of
theorem it is enough to use Theorem 2.2 and (5.14) with s = 0 as follows

lyu — yn(un)llzz@) < 1Yu = Yup l22) + [1Yun — yn(un)llzz@) — 0 as h — 0.

The convergence in L" () follows from (5.13). O
COROLLARY 5.5. There exists a constant C = C(«a, 8) > 0 such that, for all
ue U and v € U N H3(T), with 0 < s < 1, we have

9 =y @)llz2ey < C{llu = vllzaey + b 20 + ol o)) }- (5.15)

This corollary is an immediate consequence of the second estimate in (2.5) and
of (5.14).

Let us finish this section by establishing some estimates for the adjoint states.

THEOREM 5.6. Given u,v € U, let ¢, and ¢p(v) be the solutions of (3.5)
and (4.3) with u replaced by v in the last equation. Then there exist some constants
C; =Ci(a, 8) >0 (1 <4i<3) such that

|6n (V)| L) < C1 VR >0, (5.16)

du — & (V) r2(0) < C2(|lu — v 2y + 1), (5.17)
|Pu — Pn (V)| Lo (@) + [|Pu — En (V)| a1 (@) < Ca(llu — v L2y + ). (5.18)

Proof. All the inequalities follow from the results of Casas and Mateos [10] just
by taking into account that

[ = on(v)lx < |[u—bollx +l1¢0 = Pn(v)llx < Clllyu = yollL2@) + 1¢0 — P (V)] x),
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with X equal to L>(Q2), L?(Q2) and H'(f2) respectively. O

Now we provide an error estimate for the discrete normal derivative of the adjoint
state defined by Proposition 4.2.

THEOREM 5.7. There exists a constant C = C(a, ) > 0 such that the following
estimate holds

Ch'/? Yue U™
—_oh < ’
196w =By dnw)llzary < { C(l[ull grr/2qry + DAYP Yu e U 0 HYA(T).
(5.19)

Proof. First of all let us remind that ¢, € H?(R2) and therefore 9, ¢, € HY/?(T).
Observe that the definition of the projection operator Il leads to

oo —etoncu| = [

Since 0" ¢y, (u) belongs to Uy, we can write

81/ ¢u - Hhav ¢u

2 2
+/ ‘Hhaufbu—af(bh(u) =1 + I».
r

o= [ (0,0~ bon(w)(1110,0, ~ 0bon(w)
r
Let us introduce zj, € Y}, as the solution to the variational equation

a(zh, wh) =0 Ywy € Yo
Zh = Hh&,gbu — 8ﬁ¢)h(u) on I'.

From (5.3) it follows that
20l i) < ClTTROy G0 — Ot b ()| g2 (- (5.20)

Now using the definition of 8”¢y,(u) stated in Proposition 4.2 and a Green formula
for ¢, we can write

B = a(en, b = 6n(0) + | (L@ )on - Z @ mo)a

5.21
+ [ (Gotem) - o)z o
0 ay »Yh ay s Yu h-
Due to the equation satisfied by zp,
a(zh, Indu) = alzn, dn(u)) =0,
we also have
0 0
I = a(zn, pu — Inou) +/ (—f(:v,yh(U)) - —f(:v,yu))%Zh

of oL OL
+ [ G am)on = oz + [ (G ) = 5o

From well known interpolation estimates, the second inequality of (5.3) and an inverse
inequality it follows that

a(zn, pu — Indu) < [[2nllwrr (@)llow = Indullwrr (o)
< Chllpullwzre@)llznlrllwi-1/m 0 0y < Chllznlell g oy (5.23)
< Chl/p/||zh|FHL2(l“) = Ch'/" VI,
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where p’ =p/(p—1).
From assumptions (A1) and (A2) and inequalities (5.13), (5.14) with s = 0,
(5.16) and (5.17), we get

of of ,
’/Q (8_y($’yh(u)) B a_y(x’yu))‘buzh’ < ChY2 |zl 220, (5.24)

0
| [ S n@)@na) = )] < Clonu) = dullialanlzzco
Q oy

< ChQth”L?(Q),

(5.25)

and

’/Q ((Z_j(:v,yh(u» - g—j@,yu))zh? < ChY2|| 2| L2(e)- (5.26)

Collecting together the estimates (5.23)-(5.26) and using (5.20) and the fact that

p’ < 2, we obtain
I, < ChVP' /T + ChY2|| 2| 12 (o (5.27
< O /Ty + W2 TR0, b — on (u) 12(ry) < CHY2V/T, '

which implies that
I, < Ch. (5.28)

Using again that ¢, € W2?(Q), we get that d,¢, € W'=V/P»(T) ¢ H'=1/?(T).
Hence from (4.1) with s =1 — 1/p, we can derive

Iy < Chl|0ydullFrary < ChlldullFre (@) < CH2UTHP). (5.29)

So the first estimate in (5.19) is proved.

To complete the proof let us assume that u € H'/2(T"), then we can use (5.14)
with s = 1/2 to estimate 3, — yn(u) in L?(Q) by Ch. This allows us to change /2 in
(5.24) and (5.26) by h. Therefore (5.27) can be replaced by I < ChY/?" = Ch1=1/v,
thus I < Ch?(1=1/P) So the second estimate in (5.19) is proved. O

COROLLARY 5.8. There exists a constant C independent of h such that

108 n (W) g2y < C Yu € U™,
Halfj(bh(u)”Wl*l/p,p(r) < C(HUHH1/2(F) +1) Yue Uedn H1/2(F), (5.30)
”au(bu - 5ﬁ¢h(v)|\m(r) <C {||u - U||L2(F) + h’i} Yu,v € U'ad7

where k =1 —1/p if v e HY?(T') and k = 1/2 otherwise.
Proof. Let us make the proof in the case where u € U% N H'/2(T"). The case
where u € U%? can be treated similarly. We know that

||3u¢u||wl—1/p,p(p) < C”QbuHWz,p(Q) < C VYueU*.

On the other hand, the projection operator IIj, is stable in the Sobolev spaces W*:4(T"),
for 1 <¢g<ooand0<s<1,see Casas and Raymond [13], therefore

150y dullwi-1/0.0 0y < CllOvbullwi-1/0.5(ry-
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Finally, with an inverse inequality and the estimate I, < Ch2~2/? obtained in the
previous proof we deduce

108 o () lwr-1/m0 0y < 1TaBudu — O b (W) llwr-1/00ry + 1ROy ullwi-1/m0(ry
S C”Hhau(bu - 85(}5}1(’&)”]{171@(1—\) + HHhav(bunwlfl/p,p(F)
< Ch™ VP 40, by — DL bn (u) | L2y + 100 Bullwr-1/mn(ry < C.

The third inequality of (5.30) is an immediate consequence of Theorem 5.7.

6. Convergence Analysis for (Pj). In this section we will prove the strong
convergence in L?(T") of the solutions uy, of discrete problems (Pj) to the solutions of
(P). Moreover we will prove that {@}; remains bounded in H'/?(I"), and next that
it is also bounded in W!'=1/p:» (I"). Finally we will prove the strong convergence of
the solutions @y, of discrete problems (Pp,) to the solutions of (P) in C(T").

THEOREM 6.1. For every h > 0 let @y, be a global solution of problem (Py). Then
there exist weakly”-converging subsequences of {tp}n>o i L>(T") (still indexed by h).
If the subsequence {up}r>o is converging weakly* in L*°(T) to some 4, then 4 is a
solution of (P),

]}ng%) Jh(’ﬁh) = J(’ﬁ) = inf(P) and %12%) Hﬁ - 'ﬁh”L2(F) =0. (6.1)

Proof. Since U C U holds for every h > 0 and U is bounded in L>(T),
{@n}n>o is also bounded in L°°(T"). Therefore, there exist weakly*-converging sub-
sequences as claimed in the statement of the theorem. Let {@,} be one of these
subsequences and let % be the weak* limit. It is obvious that @ € U%l. Let us
prove that @ is a solution of (P). Let us take a solution of (P), & € U, therefore
@ € WI=1/PP(T') for some p > 2; see Theorem 3.4. Let us take uj, = Ini. Then
up, € U and {up}p tends to @ in L°°(T); see Brenner and Scott [6]. By taking
u =14, v=uy and s = 0 in (5.15) we deduce that y;,(u,) — yz in L*(T'). Moreover
(5.13) implies that {yn(up)}r>o is bounded in L>°(2). On the other hand, Theorem
5.4 implies that gy, = yn () — ¥ = ya strongly in L?(Q) and {x }n>0 is also bounded
in L*°(Q). Then we have

J(@) < lizn_iélf Jn(tp) < lir}?sgp Jn(ap) < liIilsgp Jn(Ipa) = J(a) = inf (P).
This proves that @ is a solution of (P) as well as the convergence of the optimal costs,
which leads to ||unl/z2(ry — @] z2(r), hence we deduce the strong convergence of
the controls in L3(T"). O

THEOREM 6.2. Let p > 2 be as in Theorem 3.4 and for every h let u; denote a
local solution of (Pp). Then there exists a constant C' > 0 independent of h such that

lanllwi-1/00@y < C Vh > 0. (6.2)

Moreover the convergence of {un}nso to @ stated in Theorem 6.1 holds in C(T').

Proof. By using the stability in H'/2(T") of the L?(T')-projections on the sets U/
(see Casas and Raymond [13]) along with (4.12) and the first inequality of (5.30), we
get that {y, } n~0 is uniformly bounded in H'/2(T"). Using now the second inequality of
(5.30) and the stability of ITj, in W*~1/P?(T") we deduce (6.2). Finally the convergence
is a consequence of the compactness of the imbedding W'=1/»»(T") ¢ C(T") for p > 2.
ad
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7. Error estimates. The goal is to prove the following theorem.

THEOREM 7.1. Let us assume that @ is a local solution of (P) satisfying the
sufficient second order optimality conditions provided in Theorem 3.5 and let up be a
local solution of (Py,) such that G, — @ in L?(T'); see Theorem 6.1. Then the following
inequality holds

@ — an| 2y < CRIYP, (7.1)

where p > 2 is given by Theorem 3.4.

We will prove the theorem arguing by contradiction. The statement of the the-
orem can be sated as follows. There exists a positive constant C' such that for all
0 < h<1/C, we have

@ — @n | L2(r)
hl-1/p <C.

Thus if (7.1) is false, for all k > 0, there exists 0 < hy < 1/k such that

1@ — tn,, || L2(r)
e sk
hk

Therefore there exists a sequence of h such that

. 1 o
}];LIIIO m||u—UhHL2(p) = +o0. (72)
We will obtain a contradiction for this sequence. For the proof of this theorem we
need some lemmas.

LEMMA 7.2. Let us assume that (7.1) is false. Let § > 0 given by Remark 3.6-(2).
Then there exists hg > 0 such that

% min{8, N} — @2y < (J'(@n) — J'@)(@n —@) Yh<ho  (7.3)

Proof. Let {up}r be a sequence satisfying (7.2). By applying the mean value
theorem we get for some 4y, = 4 + 0y, (4, — @)

(J' (ap) — J' (@) (an —a) = J" () (an — ). (7.4)
Let us take
1

= — ﬂ - ﬂ .
H@h—ﬁﬂm(r)( h= )

Uh
Taking a subsequence if necessary we can assume that v, — v in L?(T'). Let us
prove that v belongs to the critical cone Cy defined in §3. First of all remark that
every vy, satisfies the sign condition (3.9), hence v also does. Let us prove that
v(x) = 0if d(x) # 0, d being defined by (3.10). We will use the interpolation operator
I, € L(W'=Y/PP(T),Up), with p > 2 given in Theorem 3.4. Since @ € U it is
obvious that [,z € U, Given y € WP(2) such that y|r = 4. It is obvious that
I is the trace of Iy (see the beginning of section 5). Now, by using a result by
Grisvard [22, Chapter 1] we get

[l — Ihﬁ”ZL)p(r) <C (El_l/pHy - IhyH;le,p(Q) + 5_1/pHy - IhyH;ZP(Q)> )
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for every € > 0 and for some constant C' > 0 independent of ¢ and y. Setting € = h?
and using that (see for instance Brenner and Scott [6])

ly — InyllLe) < Crbllyllwre)ys  [[nyllwrre) < Collyllwir )

and

ylglia Iyllwir) < Cslltllwi-1/ery,
we conclude that
la — Iyl oy < D15 @ — Inttll ooy < CR Pl asmory. (7.5)
Let us define
dn(z) = Nay(z) — 0" op(z). (7.6)

The third inequality of (5.30) implies that dj, — d in L?*(T"). Now we have

/Fc{(:v)v(ac) dx = %il%/r(fh(x)vh(x) dx

1 _ _
= hmi{/ dh(Ihl_L—’l_L)d:Z?—l—/dh(ﬁh—lhﬁ)dx}.
h—0 HUh — U||L2(F) r r

From (4.8), (7.2) and (7.5) we deduce
. . 1 - _ _
L dtwyeta) e < iy e [ ) h(0) = () o

Ch!~-1/r
< lm m—m——— =
h—0 ||y — | p2(r)

Since v satisfies the sign condition (3.9), then d(z)v(x) > 0, hence the above inequality
proves that v is zero whenever d is not, which allows us to conclude that v € C3. Now
from the definition of vy, (3.4) and (3.11) we get

9L 02 f
. “ 2 . 2
}];li% J”(uh)vh = }];li% {/Q [a—yg(xvyﬁh) + ¢ﬁha—y2(x7yﬁh):| Zup, dx + N}

0?L _0%f 9
= —(z, 9 —(z,9 dx + N
[ |G + 65 5w e+
= J"(@v* + N1 = [[v[[2r)) = N + (6 = N)[[vll L2 r-
Taking into account that [|v||z2(ry < 1, these inequalities lead to
%ir% J" (ap)vp > min{s, N} > 0,
which proves the existence of hg > 0 such that

J”(ﬁh)v,zl > —min{d§, N} Vh < hy.

N =

From this inequality, the definition of v;, and (7.4) we deduce (7.3). O
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LEMMA 7.3. There exists a constant C > 0 independent of h such that for every
ve L*(T)

|(Jh(@n) = J' (@n))o| < Ch* 2|l g2 (ry. (7.7)

Proof. From (3.3), (4.6), (7.6), (6.2) and Theorem 5.7 we get

(Jp(an) = J'(an))v = /(&z%h — O dn)vdr < ||0yda, — Ol dnllL2my vl L2y
r
< C(llanllgrrzry + DR || pary < CROTYP) o] pogry.

O
LEMMA 7.4. There ezists a constant C > 0 independent of h such that for every
v e L>e(T)

|(Jh(an) = J'@)el < (Nl = @nllza) + CH V7 ol oy (78)

Proof. Arguing in a similar way to the previous proof and using (5.30) and (6.2)
we have

(i) = @y = [

(Nah - aﬁ&h)nhv do — / (Nu - aVaS)U d
r r
= N/(ah — @vdr + / (6,,55 - 6ﬁ¢3h)vdw
r r
< (Wl = allzay + RO ol aqry:

a

One key point in the proof of error estimates is to get a discrete control uy € U,‘fd
that approximates @ conveniently and satisfies J'(@)a = J'(@)uyp. Let us find such a
control. Let us set I; for every 1 < j < N(h)

Now we define uy, € Uy, with uh(x%) = uy, ; for every node 3:% € T by the expression

G+l
1 v
I_/ d(z)u(z)ej(x)dr if I; #0,
J 1%71
Uh,j = (79)
j+1
! / T wyde i L =0
Py w(x)dz if I; =0.
Remind that the measure of [3:{;_1,:1:%"’1] ishj_1+h; = |a:3F - xjf_1| + |3:{;+1 - 3:%|,
which coincides with |z — 217 '] if 21 is not a vertex of (.

In the following lemma, we state that the function w; defined by (7.9) satisfies
our requirements.

LEMMA 7.5. There exists hg > 0 such that, for every 0 < h < hg, the element
up, € Uy, defined by (7.9) obeys the following properties:
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1. up € UM,
2. J'(w)u = J'(a)up.
3. The approximation property

||ﬁ—uh||L2(p) < Ch*—1/» (7.10)

is fulfilled for some constant C' > 0 independent of h.
Proof. Since @ is continuous on I, there exists hg > 0 such that

00—«
2

(&) — u(&)| < Vh < ho, V&6 €[zl ' 2l 1< < N(h),

which implies that @ cannot admit both the values o and 3 on one segment [27- -1 x{fl]
for any h < ho. Hence the sign of d on [3:% ! x{fl] must be constant due to (3.7).
Therefore, I; = 0 if and only if d(z) = 0 for all z € [z} ", #T"]. Moreover if I; # 0,
then d(z)/I; > 0 for every x € [z} ", 21""]. As a first consequence of this we get that

a < up,; < B, which means that uy, € U,‘fd. On the other hand

N(h) it N(h)
I (@yu, = / d(z)e;(x) dzun,; = Z/ x)e;(z) de = J' ().
j=1 z{fl ]

Finally let us prove (7.10). Let us remind that @ € W'=V/P»(I") ¢ H'~/?(T")
and p > 2. Remind that the norm in H*(T"), 0 < s < 1, is given by

_ 2 1/2
ey = (Il + [ [ i@ wwa) ™

Using that }; (1 ej(z) =1and 0 <ej(z) <1 we get

N(h) )
=l = [ | 3 00) = s hes(o)] o <
(7.12)
N (h) m{fl N (h) m{fl
T _ 126 - _ 12
< Zl /I]F_1 la(x) — un j|%ej(z) de < Zl /I]F_1 la(x) — up 4|° de.
j= j=

Let us estimate every term of the sum.
Let us start by assuming that I; = 0 so that uy_; is defined by the second relation
n (7.9). Then we have

o 2 e
/ U () — P e = / i —— / U (ala) — a(e)) de
m{fl m{fl hJ—1+h] m{fl
zj+1 Ij+l
</ ' ;/ " fale) — a(e)? dé da
= Jai hj—1+hj Jpi-t (7.13)

2(1-1 o ) —u(g)|?
< (hj-1+hy) /p/ / |x_ L g e

< (2n)*C VPl }

H1-1/p(z {:l,xffl)'
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Now let us consider the case I; # 0.

J+1 Jj+1 J+1

Lo @ —wfae= [ |5 [T d@e et - a) def as
. /‘ / d(f);;j(s)m(x)_ﬁ(m d(f)lejg(f) il o

</ / " o) - a0 05O e gy

= (/zjil %ejj(g) dg) ﬁe[w;ulr,)wffl] ~/CEZ%:1 ) - a(§)|2 dw

(7.14)
To obtain the estimate for the last term we are going to use Lemma 7.6 stated below
with
adtt
€)= [ late) - a()P de
Tt

Since H'~1/P(T") ¢ C%(T") for § = 1/2 — 1/p (see e.g. [37, Theorem 2.8.1]),it is easy
to check that

i1

Tr

)= el < [ [[o6e) = aten)+ o) — a(@)|fatea) — a(en| do

j—1
r

<2(hj-1+h; )1+2009p||u||H1 (2t i)

On the other hand we have

J+1

or “+" Ja x) — a(é)[? 14+2(1-1
/I | rea= [ / |1+2<1 ) BN o — gt+20-1/9) g ag

+1
(h +h 14+2(1-1/p) F ( )|2 d dé—
= (Rj—1 |x— |1+2 10 — £|1+2(1—1/p) x

< (hjr+ hy)*H0- 2/p)IIUII

H-1/p(z J 1 J+1)
Then we can apply Lemma 7.6 to the function f with

M = (hj—1 + h;)? max{4Cy ,, 1} u> 11 gy < Ch*||a?

H1l- l/p(gc H1- 1/P(m] 1 J+1)

to deduce that
f( ) < C”uHHl l/p J*lymiijl)hpr?e- (715)

This inequality along with (7.14) leads to
2t
/‘ |1_1,(:E) - uh1j|2 dx < O||ﬂ||i1171/p(m{517w{;+1)h1+29, (716)

j—1
r
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in the case where I; # 0.
Since

N(h)

Zl ||a||§{1—1/p(m%*17m%+1) < 2”"74”%{171/;'(1‘)7
J:

inequality (7.10) follows from (7.12), (7.13), (7.16) and the fact that 1+260 = 2(1—-1/p).
a
LEMMA 7.6. Given —oo < a < b < +00 and f : [a,b] — R a function satisfying

b
|f($2)_f($1)|§%(b—a) and /af(x)d:ng(b—a)Q,

then f(z) <2M((b—a) Vz € [a,b].
Proof. We argue by contradiction and we assume that there exists a point £ € [a, b
such that f(¢) > 2M (b — a), then

b b M 5 5  3M )
Fayde = [ {17@)~ O+ F©) de > ~ 5 b—af +2M(b—a)? = T (b—a)?,
which contradicts the second assumption on f. O
Proof of Theorem 7.1. Setting u = @y, in (3.7) we get
J'(a)(ap, —u) = / (N — 0,9) (up — u)dx > 0. (7.17)
r
From (4.8) with uy, defined by (7.9) it follows
J,’I(ﬂh)(uh — ﬂh) = / (Nﬂh — 85(5}1) (uh — ﬁh) dr >0
r
and then
Jh(uh)( —ap) + Jh(uh)(uh —a) > 0. (7.18)
By adding (7.17) and (7.18) and using Lemma 7.5-2, we derive
(J'(w) = Jp(Wn)) (@ = un) < Jp(tn)(un = w) = (J(un) — J'(@)) (un — ).
For h < hyg, this inequality and (7.3) lead to
Lin{N, 6} — a2y < (@) — ' (@n)) (@ — in)

(7.19)
< (Jp(an) = J'(an)) (@ = un) + (J; (un) = J' (@) (un — ).
Now from (7.7) and Young’s inequality we obtain
|(Jh(@n) = J'(an))(a@ — an)| < CR*=VPla — ap | L2(r) (7.20)

< Ch21=YP) 4 Imin{ N, §}||u — ah||§2(r).
On the other hand, using again Young’s inequality, (7.8) and (7.10) we deduce
() = (@) an = )| < (N = anll oy + CH7Y2 ) = un ey

(N @ — @ par) + Chl—l/p)hl—l/v (7.21)
1
8

IN

IN

min{N, §}||a — uh||L2(P) + Ch2(=1/p),
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From (7.19)—(7.21) it comes
1
Z min{N, 5}”1] — ah||%2(r\) S Chz(l_l/p),

which contradicts (7.2). O

8. Numerical tests. In this section we present some numerical tests which
illustrate our theoretical results. Let © be the unit square (0,1)2. Consider

( )= 71
Yd(ZT1, T2 .
(z% +:z:§)1/3

We are going to solve the following problem

Min J(u) = %/(yu(x) —ya(x))?dz + %/Fu(xfdx

Q
(P) w€Up={uel?T): -1<u(z)<2ae zel},
—Ay,=01in Q, y, =uon I

Remark that y; € LP(Q2) for all p < 3, but y4 & L3(), therefore the optimal
adjoint state ¢ is actually in W2P(Q) for p < 3. Consequently we can deduce that
the optimal control belongs to W' =1/P2(T), but W*~1/P»(T') is not included in H(T").
There is no reason that the normal derivative 8, be more regular than W?'=1/P-2(T).
For our problem, the plot shows that the optimal control has a singularity in the
corner at the origin, and it seems that 4 ¢ H*(I'). So we cannot hope to have a
convergence order of O(h). Instead of that we have a convergence of order O(h'~/?)
for some p > 2, as predicted by the theory.

Since we do not have an exact solution for (P), we have solved it numerically for
h = 272 and we have used this solution to compare with other solutions for bigger
values of h. We have solved it using an active set strategy, as is explained in [11].
Here is a plot of the optimal solution.

06

0.5+

0.4~

0.3+

0.2

The control constraints are not active at the optimal control. In the following table
we show the norm in L?(T") of the error of the control and the order of convergence
step by step. This is measured as

o — log(|[un, — ullr2r)) — log(l|un,_, — @llr2(r))
' log(h;) — log(hi-1)
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hi/V2 | |ltn, — ]2y | o
2-3 0.1055 —
2—1 0.0652 0.6944
2-° 0.0393 0.7302
26 0.0237 0.7314
27 0.0146 0.7008
28 0.0093 0.6493

Let us remark that 1 — 1/p < 2/3 for p < 3. The values o; are around 2/3.
We believe that the order of convergence could be closer to 2/3 if we could com-
pare the computed controls with the true optimal control instead with its numerical
approximation. We refer to [12] for more details and numerical tests.

Acknowledgements. The authors thank the referees for their valuable sugges-
tions that have contributed to improve the first version of the paper. They also thank
Professor Mariano Mateos for his collaboration in the numerical tests.
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