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Introduction

In the late 1980’s Macdonald introduced some remarkable symmetric functions which now

bear his name. They depend on two parameters, t and q and under various specialisations re-

cover well-known symmetric functions that we have grown to love, including Hall-Littlewood

functions, Jack functions, monomial symmetric functions, Schur functions. Based on em-

pirical evidence, Macdonald conjectured several fundamental and non-obvious properties,

including that when expressed in the Schur basis, the transition functions for his symmetric

functions actually belong to N[q±1, t±1]. This is called the Macdonald positivity conjecture.

Such a result has predecessors for some of the above symmetric functions in fewer parameters,

and is of interest because it suggests something is being counted, and even being counted

with respect to a bigrading (to account for the t and q).

It is now known what is being counted (or better to say, we know one thing that is be-

ing counted by the Macdonald functions): the Macdonald functions count some bigraded

copies of the regular representation of the symmetric group. But where do such representa-

tions come from? The symmetric group Sn acts naturally on a set of commuting variables

x1, . . . , xn, but such an action will only produce a grading (and indeed had been used in the

study of Hall-Littlewood functions). To get the bigrading Garsia and Haiman introduced a

second set of variables y1, . . . , yn and then proceeded to seek candidates for associated spaces

that might produce the regular representation. They found some very natural spaces that,

in low degree, did exactly what was required; they conjectured that in general these would

produce the required realisation of Macdonald polynomials. Since this conjecture predicted

that a space of polynomials (in 2n variables) carried the regular representation of Sn, it was

known as the n! conjecture. This conjecture became rather famous: it was easy to state,

and attractive since it generalised many celebrated results from symmetric function theory,

representation theory and geometry. On the other hand, having two sets of variables seemed

to make things much more difficult. However, what made the conjecture really interesting

was that thanks to Haiman and Procesi, it introduced a new object to the field, namely

Hilbn C2, and consequently many new structures.

After a long battle, Haiman succeeded to confirm the n! conjecture. He showed that

bigraded Sn-equivariant components of special fibres of an exotic bundle on Hilbn C2 –

called the Procesi bundle – are being counted by Macdonald’s polynomials. His work is

a mixture of combinatorics, representation theory, algebraic geometry and homological alge-

bra. The conjecture has inspired and fed into many other recent developments in algebra,

combinatorics and geometry. These include the discovery of symplectic reflection algebras
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by Etingof-Ginzburg, the homological symplectic McKay correspondence of Bezrukavnikov-

Kaledin, new combinatorial statistics for partitions attached to Dyck paths introduced by

Haglund, Haiman, Loehr, Warrington and others.

In these lectures we will outline the whole story, but at a rather general level. There are

already several excellent expository articles written on this topic by Haiman and available

on his homepage. They contain varying levels of detail, but serve as wonderful guides to his

two main papers on these topics, [12] and [13].

The search for further understanding of the spaces described by Macdonald polynomials

goes on; exciting progress is mentioned towards the end of these lectures.

Lecture 1

The best reference for much of the content in this lecture is the book [17].

1.1. Symmetric functions and the Frobenius map. Recall that a sequence of integers

λ = (λ1 ≥ λ2 ≥ · · · ≥ λr > 0) is a partition of |λ| =
∑
λi, written λ ` |λ|. We write

`(λ) = r and set n(λ) =
∑

i(i− 1)λi. We let λ′ denote the transpose of λ. The dominance

ordering on partitions is defined by

λ ≤ µ if and only if λ1 + · · ·+ λi ≤ µ1 + · · ·+ µi for each i > 0.

Note that λ ≤ µ if and only if λ′ ≥ µ′.

We identify a partition λ with its Young diagram λ = {(p, q) ∈ N × N : p < λq+1}. For

example λ = (5, 4, 2, 2, 2) gives the following partitions of 15

λ ↔ λ′ ↔ .

Here λ′ > λ.

Let Λ be the ring of symmetric functions, i.e.

Λ =
⊕
k≥0

lim
←

Q[z1, . . . , zn]Snk .

These are functions of bounded degree, but in infinitely many variables z = (z1, z2, . . .).

Later, we will extend scalars in Λ from Q to either Q(t) or Q(q, t). We will write Λt or Λq,t

respectively.

There are several natural bases for Λ, all indexed by partitions.

• Power pλ = pλ1pλ2 · · · pλr where pt =
∑

i≥1 z
t
i .
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• Monomial mλ =
∑

α permutation of λ z
α where if α = (αi)i≥1 then zα =

∏
i≥1 z

αi
i .

• Complete hλ = hλ1hλ2 · · ·hλr where ht =
∑
|µ|=tmµ.

• Schur sλ = det(z
λj+n−j
i )/ det(zn−ji ).

The last three bases are actually integral, meaning that they form bases for the ring of

symmetric functions over Z.

There is an inner product 〈−,−〉 on Λ, preserving degree. It is characterised by any of

the following:

〈sλ, sµ〉 = δλ,µ

〈pλ, pµ〉 = δλ,µzλ

〈hλ,mµ〉 = δλ,µ.

Here zλ =
∏

i≥1 i
mimi! where λ = (1m1 , 2m2 , . . .).

A good reason to care about symmetric functions is the following isometry of algebras,

F , called the Frobenius map. To define it let Rep(Sn) denote the Grothendieck group of

complex representations of Sn. Then F :
⊕

n≥0 Rep(Sn)⊗Z Q −→ Λ where [A] ∈ Rep(Sn) is

sent to

FA(z) :=
1

n!

∑
w∈Sn

χA(w)pτ (w)(z)

where τ (w) is the partition describing the cycle type of w ∈ Sn. On the left-hand-side we

have an inner product given by the inner product on characters; multiplication is induced

from

[A] ? [B] = [Ind
Sn+m

Sn×Sm(A�×B)]

for [A] ∈ Rep(Sn), [B] ∈ Rep(Sm). Here Ind denotes the induction functor, which for H ≤ G

is defined on representations of H by IndGH(M) = CG⊗CH M .

As an exercise you should show that Ftrivn(z) = hn(z) = s(n)(z) and that more generally

Lλ, the irreducible representation of Sn associated to λ, is sent to sλ(z), i.e. that χλ(w) =

〈sλ, pτ (w)〉 (we write χλ for χLλ).

One consequence of this definition and these observations is that

FIndSnSµ
(trivµ)(z) =

r∏
i=1

Ftrivµi
(z) =

r∏
i=1

hµi = hµ

where Sµ = Sµ1 × Sµ2 × · · · × Sµr is a Young subgroup of Sn. Thus

〈sλ, hµ〉 = 〈χλ, IndSnSµ
(trivµ)〉 = Kλ,µ,
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a Kostka number (and in particular non-negative). So hµ =
∑

λKλ,µsλ. Similarly, we see

that sλ =
∑

µKλ,µmµ. Thus the Frobenius map gives positivity results (and interpretation)

for transition matrices in symmetric function theory.

The Frobenius map generalises to a map on multi-graded Sn-representations. This means

for instance that if A =
⊕

r,s∈ZAr,s is a direct sum decomposition of Sn-representations

labelled by pairs of integers, then we can set

FA(z; q, t) =
∑
r,s∈Z

FAr,s(z)qstr ∈ Λq,t.

So there is a relationship between bigraded representations of Sn and (q, t)-symmetric func-

tion theory.

1.2. Plethysm. For any A ∈ Λq,t we introduce the following Q(q, t)-linear operation on Λq,t.

For each k > 0 set pk[A] = A|q 7→qk,t 7→tk,zi 7→zki . Since the pk freely generate Λq,t as a Q(q, t)-

algebra this leads to an endomorphism evA : Λq,t −→ Λq,t sending pi1 · · · pit to pi1 [A] · · · pit [A].

This defines the plethystic substitution f [A] = evA(f).

For instance, if we set Z = z1 + z2 + · · · = p1 = h1 = m(1) = s(1) then we see

pk[Z] = pk(z); pk[−Z] = −pk(z); and so pk[Z(1− t)] = pk(z)(1− tk).

Similarly, using Z/(1− t) = Z + tZ + t2Z + · · · , we find

pk[Z/(1− t)] =
∑
i≥0

pk(z)tik =
1

1− tk
pk(z).

In other words the substitutions involving Z(1− t) and Z/(1− t) are inverse to one another.

Proposition. Let [A] ∈ Rep(Sn) be considered as a graded representation concentrated in

degree 0, and let V = Cn, the natural permutation representation of Sn, be concentrated in

degree 1. Then

• FA[Z(1− t)] =
∑

k≥0(−t)kF∧kV⊗A(z; t), and

• FA[Z/(1− t)] =
∑

k≥0 t
kFSkV⊗A(z; t).

It is an exercise to check this for A = trivn (where FA(z) = hn(z)) and then to deduce the

general case from that.

Now it is not hard to check (using Cauchy’s formula) that for any non-zero A ∈ Q(q, t)

〈f [ZA], g〉 = 〈f, g[ZA]〉. This allows us to define new inner products on Λq,t. The ones we

will be interested in are

〈f, g〉t := 〈f, g[Z/(1− t)]〉 and 〈f, g〉q,t := 〈f, g[Z
1− q
1− t

]〉. (1)

Observe that there is a chain between all of our inner products – set first q = 0, then t = 0.
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1.3. Macdonald polynomials. In [18, TO COME] we saw Hall-Littlewood polynomials

Pµ(z; t). They have a dual basis Qµ(z; t) with respect to the form 〈−,−〉t above. If we set

H̃µ(z; t) := tn(µ)Qµ[Z/(1− t)]

then we can characterise the H̃µ’s (called transformed Hall-Littlewood polynomials) by

(1) H̃µ(z; t) ∈ Q(t){sλ : λ ≥ µ}
(2) H̃µ[Z(1− t); t] ∈ Q(t){sλ : λ ≥ µ′}
(3) 〈s(n), H̃µ(z; t)〉 = 1.

Set H̃µ(z; t) =
∑

λKλ,µ(t)sλ(z). It can be checked that we have a specialisation H̃µ(z; 1) =

hµ(z), so we see that Kλ,µ(t) are t-versions of the Kostka numbers. They are called Kostka-

Foulkes polynomials (they belong to N[t±1] – we will explain a geometric origin of this later).

Macdonald proved the existence of the following set of polynomials H̃µ(z; q, t) which gen-

eralise the Hall-Littlewood polynomials to the (q, t)-case.

(1) H̃µ[Z(1− q); q, t] ∈ Q(q, t){sλ : λ ≥ µ}
(2) H̃µ[Z(1− t); q, t] ∈ Q(q, t){sλ : λ ≥ µ′}
(3) 〈s(n), H̃µ(z; q, t)〉 = 1.

The difficulty with proving the existence of such symmetric functions is that the ordering

we take on partitions is not total, but only the dominance ordering. Using Gram-Schmidt it

is easy to find such bases in terms of total orderings, but the equations above then specify

some extra vanishing that is not at all clear. Once we have established existence, uniqueness

of such polynomials is straightforward. Indeed refine the dominance order to a total order.

Then (1) shows that the transition matrix between any two sets of polynomials is upper

triangular, while (2) shows it is lower triangular. Condition (3) then fixes the the resulting

diagonal matrix.

Macdonald found the H̃µ(z; q, t)’s by constructing them as eigenfunctions of the following

operator on Λq,t:

D :=
1

(1− q)(1− t)
(1−D0)

where D0(f) = u0 term of f [Z + (1− q)(1− t)u−1]
∏

i≥1(1− uzi). Their eigenvalues are

Bµ(q, t) =
∑

(i,j)∈µ

qitj, (2)

and since the indices specify µ, the eigenspaces are all one-dimensional.

These are not the original Macdonald polynomials, but, up to a constant factor, elementary

transformations of them:

Mµ(z; q, t) = tn(µ)H̃µ[Z(1− t−1); q, t−1].
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Setting q = 0 produces the old H̃µ(z; t) and there is also an obvious (q, t)-symmetry

H̃µ(z; q, t) = H̃µ′(z; t, q).

We are led to

Macdonald positivity conjecture: If we expand in the Schur basis

H̃µ(z; q, t) =
∑

λKλ,µ(q, t)sλ(z), then Kλ,µ(q, t) ∈ N[q±1, t±1].

The (q, t)-elements Kλ,µ(q, t) are Kostka-Macdonald polynomials.

We have some obvious and some not-so-obvious properties of Kλ,µ(q, t):

• a (q, t)-symmetry Kλ,µ(q, t) = Kλ,µ′(t, q)

• setting q = 0 produces the Kostka-Foulkes polynomials

• H̃µ(z; 1, 1) = FCSn(z) so that Kλ,µ(1, 1) = χλ(1), independent of µ.

Let’s discuss this last property. We’ll calculate what’s happening at q = 1 first. The

operator D above has a limit as q tends to 1 (you should check!) and is a derivation,

which we shall call Dq=1. Thus H̃µ(z; 1, t) is an eigenfunction for Dq=1 with eigenvalue

Bµ(1, t) =
∑

i≥1(1 + t + · · · + tµ
′
i−1) =: [µ′i]t. But thanks to the derivation property the

product
∏

i≥1 H̃(1µ
′
i )

(z; 1, t) is also an eigenfunction with the same eigenvalue. Thus they are

multiples of one another because we had one dimensional eigenspaces.

Now condition (2) shows that up to constant factor we have

H̃
(1µ
′
i )

[Z(1− t); q, t] = s(µ′i)
(z) = h(µ′i)

(z).

On using condition (3) to calculate the constant we find that

H̃µ(z; 1, t) = (1− t)|µ|(
∏
i

[µ′i]t!)hµ′ [Z/(1− t)].

There’s still a little algebra to do, but basically setting t = 1 and applying the hook length

formula shows that the right-hand-side here becomes
∑

λ sλ(z)χλ(1), as required.

The upshot is that Macdonald positivity predicts that for each partition of n, there exists

a bigrading on the regular representation CSn.

1.4. The Garsia-Haiman model. We’ll explain some more motivation for the following

construction in the next lecture. At the moment we want to find candidates for bigraded

regular representations of Sn.

Definition 1. Let x = (x1, . . . , xn), y = (y1, . . . , yn) be pairwise commuting sets of indeter-

minates. For λ ` n set

∆λ = det(x
qj
i y

pj
i )1≤i,j≤n for (pj, qj) ∈ λ.
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These elements are defined only up to sign; ∆(1n), ∆(n) are Vandermonde determinants in

the x’s and y’s respectively.

Definition 2. V (λ) := C[∂x, ∂y](∆λ) ⊂ C[x, y], a finite dimensional vector space. (C[∂x, ∂y]

denotes the polynomial ring of constant coefficient differential operators C[∂/∂x1, . . . , ∂/∂yn].)

Now V (λ) has an action of Sn induced from wxi = xw(i), wyj = yw(j). To check this

for yourself, note that w∆λ = (−1)sign(w)∆λ. There is a bigrading on V (λ) induced from

deg xi = (1, 0) and deg yj = (0, 1). Thus V (λ) is a bigraded Sn-representation and under

the Frobenius map it produces a (q, t)-symmetric function. Finally, switching the rôles of x

and y swaps Vq,t(λ) and Vt,q(λ
′) where we’ve included the q, t subscript to indicate how the

bigrading gets shifted.

The Garsia-Haiman n! conjecture. FV (µ)(z; q, t) = H̃µ(z; q, t).

Of course, it is called the n! conjecture because it predicts that V (µ) carries the regular

representation of Sn and hence has dimension n!. It also immediately implies Macdonald

positivity. The conjecture is true for µ = (n) and for µ = (1n) by classical considerations

on Vandermonde determinants.

There is a uniform approach to this conjecture. We can swap between subspaces and

quotients of C[x, y] using the non-degenerate Sn-equivariant bidegree preserving form

(f, g) = f(∂x, ∂y) · g(x, y)|x=y=0 : C[x, y]⊗ C[x, y] −→ C.

Using this form we see that V (λ) is isomorphic as a bigraded Sn-representation to the

quotient Rλ = C[x, y]/Jλ where Jλ = V (λ)⊥. Moreover, Jλ is an ideal since V (λ) is closed

under application of ∂x and ∂y and so Rλ is an algebra. Now if the conjecture were true then

each V (λ) would contain only one copy of the trivial module. It would follow that each Rλ

was actually a quotient of the ring of diagonal coinvariants

Rn :=
C[x, y]

〈C[x, y]Sn+ 〉
.

(Under the form above this corresponds to the space of diagonal harmonics, i.e. the f ∈
C[x, y] such that i(∂x, ∂y)f = 0 for all i ∈ C[x, y]Sn+ .)

Garsia and Haiman also studied Rn and came up with a remarkable conjecture to describe

its structure. To state this we need to introduce a few more combinatorial polynomials in

addition to Bµ(q, t) defined in (2). We will do this by example.
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Let x ∈ µ = (5, 4, 2, 2, 2). Then we define the arm, leg, co-arm and co-leg of x to be

the number of a’s, l’s, a′’s and l′’s below; they will be written a(x), l(x), a′(x) and l′(x)

respectively.

l
l
l

a′ x a a
l′ .

Now set

Πµ(q, t) =
∏

x∈µ\(0,0)

(1− qa′(x)tl
′(x)), (3)

hµ(q, t) =
∏
x∈µ

(1− tl(x)+1q−a(x)), (4)

h′µ(q, t) =
∏
x∈µ

(1− qa(x)+1t−l(x)). (5)

Garsia-Haiman (n+ 1)n−1 Conjecture. Keep the above notation. Then

FRn(z; q, t) =
∑
µ`n

(1− t)(1− q)Πµ(q, t)Bµ(q, t)H̃µ(z; q, t)

hµ(q, t)h′µ(q, t)
.

On specialising q = t = 1 (and working a bit) one sees that this predicts dimRn =

(n + 1)n−1 and that for the sign isotypic component dimRsign
n = Cn where Cn = 1

n+1

(
2n
n

)
is

the nth Catalan number. In particular, the Hilbert series of Rsign
n is predicted to produce a

(q, t)-Catalan number.

Lecture 2

2.1. The one variable case. Recall the transformed Hall-Littlewood polynomial H̃µ(z; t)

and the corresponding Kostka-Foulkes polynomials. They have the following geometric de-

scription.

Let B = {F • : {0} ⊂ F 1 ⊂ F 2 ⊂ · · · ⊂ F n−1 ⊂ Cn, dimF i = i} denote the flag manifold.

It is a homogeneous GLn(C)-space and its cotangent bundle has the description

T ∗B = {(X,F •) : X ∈Matn(C), F • ∈ B, X(F i) ⊆ F i−1} ⊂Matn(C)× B,

and so comes equipped with GLn(C)-equivariant projections π onto N ⊂ Matn(C), the

variety of nilpotent matrices, and ρ onto B. Fix X ∈ N a nilpotent matrix with Jordan
9



blocks of size µ = (µ1 ≥ µ2 ≥ . . . ≥ µr). Set Bµ = π−1(X), a Springer fibre. (By GLn(C)-

equivariance, this is independent up to isomorphism of the choice of representative X, and

so the notation is well-defined.) Note that B(1n) = B and B(n) = {pt}.

Theorem. There is an action of Sn on Rµ(x) := H•(Bµ,C) making it isomorphic to

IndSnSµ
(trivn). Moreover, after halving cohomological degree, we have

FRµ(x)(z; t) = H̃µ(z; t).

This generalises the classical theorem of Borel which states that

R(1n)(x) = H•(B) ∼=
C[x]

〈C[x]Sn+ 〉

carries the regular representation of Sn. It is the work of many authors; a good reference for

an overview is [19].

We will use the following facts without proof.

• dimBµ = n(µ).

• The inclusion ι : Bµ −→ B induces a surjective homomorphism H•(B,C) −→
H•(Bµ,C) (this is particular to the GLn(C)-case).

• The irreducible Sn-representation Lµ appears once in C[x]n(µ) and in no lower degree.

(This copy gives rise to the copy of Lµ in H2n(µ)(Bµ,C) that produces the Springer

correspondence for GLn(C).)

It is straightforward to describe the elements of C[x]n(µ) belonging to Lµ. They are

described by the Garnir polynomials. These are the Sn-orbit of the product of the Vander-

mondes

Gµ(x) = ∆(1µ1 )(x1, . . . , xµ1)∆(1µ2 )(xµ1+1, . . . , xµ1+µ2) · · · .

We can characterise Rµ(x) = C[x]
Jµ(x)

by

Jµ(x) ⊂ C[x] is the largest homogeneous Sn-stable ideal having zero intersection

with the copy of Lµ in degree n(µ).

Garsia and Procesi give another, more elementary construction of Jµ(x) which will be

useful for us. Let a ∈ Cn be a point with µ1 co-ordinates equal to a1, µ2 co-ordinates equal

to a2, and so on, with a1, . . . , ar all pairwise distinct. Let Ja be the ideal vanishing on the

set Sn · a ⊂ Cn. Then dim C[x]/Ja = |Sn|/|Sµ| = dimRµ(x). They show that

gr Ja = Jµ(x).

In other words Rµ(x) is the limit as u→ 0 of the set of points Sn · (ua).
10



2.2. The two variable case. Recall Jµ from 1.4 and the quotient Rµ = C[x, y]/Jµ which

conjecturally carries the regular representation of Sn. Where did Jµ come from? Well, we

observed that H̃µ(z; 0, t) = H̃µ(z; t) and similarly that H̃µ(z; q, 0) = H̃µ′(z; q). This suggests

that Rµ should in fact be a quotient of Rµ(x)⊗Rµ′(y). Moreover, the quotient is supposed

to carry the regular representation. Now take a partition µ and to each row associate a

distinct element ai ∈ C and to each column a distinct element bj ∈ C. In this way each box

(p, q) ∈ µ gives rise to (ap, bq) and these points are pairwise distinct. Thus we have a generic

point p ∈ (C2)n. Let J ′p be the ideal of C[x, y] associated to the (free) orbit Sn · p with n!

points. Then taking the highest degree terms produces

Jp := gr J ′p

and we see that C[x, y]/Jp carries the regular representation of Sn. Moreover, killing the y’s

produces C[x]/Jµ(x) and killing the x’s produces C[y]/Jµ′(y) as we hoped. But it is not

clear that Jp is bigraded! And how does it depend on the choice of p?

To deal with this we need a way to control the degenerations of J ′p and the corresponding

quotient of C[x, y].

We begin to do this by characterising Jµ in the spirit of the one variable characterisation

in 2.1.

Lemma. There exists a unique Sn-stable doubly homogeneous ideal I ⊆ Rµ(x)⊗Rµ′(y) such

that

(1) C[x, y]/I contains a copy of the sign representation

(2) C[x, y]/I is Gorenstein (i.e. its highest degree term is the entire socle and it is one

dimensional).

This ideal I is Jµ.

Proof. Set

I = {f : (f) ⊂ Rµ(x)⊗Rµ′(y) intersects the unique copy of sign in zero}.

Note that if Lτ is a summand of Rµ(x) (respectively Rµ′(y)) then τ ≥ µ (respectively

τ ≥ µ′). But sign is a summand of Lτ ⊗ Lν if and only if ν = τ ′. Thus there is only one

copy of sign in the tensor product Rµ(x)⊗Rµ′(y) and so the above definition is sensible.

We claim that I is the ideal of the lemma. (1) is obvious, and so is (2). So we need only

check uniqueness.

Take any I ′ satisfying (1) and (2). Then if f ∈ I ′ then (1) ensures that (f) ⊆ I and

so I ′ ⊆ I. On the other hand if (2) holds then the socle is one dimensional and since sign

appears in the top degree n(µ) + n(µ′) it must be that this is the socle. But the quotient
11



I/I ′ must intersect the socle if non-zero and this would imply that I contains sign, which is

nonsense. Thus I = I ′.

If we see why Jµ belongs to Rµ(x)⊗ Rµ′(y) then the last claim is obvious because (1) is

true for Jµ since ∆µ belongs to Rµ and (2) follows immediately from the non-degenerate

pairing Rµ ⊗ V (µ) −→ C. On dualising we know that Jµ(x)⊥ = C[∂x](SnGµ(x)), and so

we must show that all partial derivatives coming from Jµ ∩ C[x] annihilate SnGµ(x). But

Gµ(x) belongs to C[∂x, ∂y]∆µ since it can be obtained by applying as many ∂y’s as possible.

Thus all partial derivatives from Jµ kill SnGµ(x), as required. �

Let f ∈ C[x, y] be a homogeneous element belonging to Jp. This means that f |Sn·p = g|Sn·p
for a polynomial g of degree lower than deg(f). Now C[Sn ·p], functions on Sn ·p, produce the

regular representation and so, up to scalar, there is a unique function transforming via sign.

Moreover in the quotient C[x, y] −→ C[Sn ·p] no polynomial of degree less than n(µ)+n(µ′)

realises this function since that is true on the associated graded space. Now suppose that (f)

intersects sign on Sn ·p in degree n(µ) +n(µ′). Then we find h such that (hf)|Sn·p produces

sign and hence so does (hg)|Sn·p. But this is a contradiction because this polynomial has

degree less than n(µ) + n(µ′). Therefore Jp ⊆ Jµ.

We deduce that dimRµ ≤ n!. To get equality we need that Jp = Jµ, in which case Jp is

indeed independent of p and bigraded.

2.3. Here comes the Hilbert scheme. Recall from [3, TO COME] that J ′p above is a

(generic) point of HilbSn(C2n). We don’t yet know much about this variety, but we do know

that it has a universal family: a bundle carrying the regular representation, denoted for the

moment by Xn. Similarly Hn = Hilbn C2 has a universal property too. Now we have a

morphism

φ : HilbSn(C2n) −→ Hn

induced from the bundle X Sn−1
n where Sn−1 = S{1,2,...,n−1} and so this is a bundle of rank n

of C[xn, yn]-algebras. Moreover this map commutes with the Hilbert-Chow morphisms. In

particular, it is an isomorphism generically. If this were an isomorphism then there would be

a vector bundle of rank n! on Hn (which we already understand generically). A candidate is

C2n ×C2n/Sn Hn −−−→ C2ny yorbit

Hn
π−−−→ C2n/Sn.

12



However the fibre product is not reduced (exercise for n = 2) and so we should take the

unique reduced structure, which we denote Xn := (C2n ×C2n/Sn Hn)red

Xn −−−→ C2n

ρn

y yorbit

Hn
π−−−→ C2n/Sn.

We call Xn the isospectral Hilbert scheme: its points have the form (I, P1, . . . , Pn) ∈ Hn ×
(C2)n where

∑
Pi is the support of I counted with multiplicity. Now the generic fibre of ρn

has rank n! and carries the regular representation and an action of C[x, y] and so if ρn were

flat then we’d find a morphism

η : Hn −→ HilbSn(C2n)

arising from Xn and again commuting with the Hilbert-Chow morphisms. But then η and

φ would be generically inverse and hence everywhere inverse!

Theorem (Haiman, [12]). Xn is Cohen-Macaulay and Gorenstein.

These are two technical homological conditions. Recall the definition of a system of pa-

rameters.

• Cohen-Macaulay says that ρn is flat (i.e. finite over smooth is flat).

• Gorenstein says that Xn is first Cohen-Macaulay and then that if J is an ideal of

OXn generated locally by a system of parameters, then for q ∈ V (J) we have OXn,q/J
is artinian Gorenstein (i.e. has a duality, generalising the graded case mentioned

before).

This gets us half-way to the proof of the n! conjecture (and it’s the hard half) as follows.

Corollary. dimRµ = n!.

Proof. The Cohen-Macaulayness of Xn implies that ρn is flat which, by the argument above,

in turn implies that φ : HilbSn(C2n) −→ Hn is an isomorphism and that P := (ρn)∗OXn is

the vector bundle on Hn corresponding to the tautological bundle of HilbSn(C2n).

Now let p ∈ C2n be a point associated to µ as in the first paragraph of 2.2. Recall that

J ′p ∈ HilbSn(C2n) and that Jp = limu→0 J
′
up.

Under the isomorphism φ we see that φ(Jp) = I(S) where S is the set of points {(aq, bp) :

(p, q) ∈ µ}. Now φ is equivariant for rescaling and hence commutes with limits with respect

to u. Thus we find that

φ(Jp) = lim
u→0

φ(J ′up) = lim
u→0

I(uS)

13



and we claim that this final limit is just Iµ, the monomial ideal belonging to Hn described in

[3, TO COME]. To see this, we’ll just do an example which illustrates the general principle.

Look at the box (4, 1) which is just outside the Young diagram for this µ

.

Then (x−a1)(y−b1)(y−b2)(y−b3)(y−b4) ∈ I(S) (since the (x−a1) factor ensures anything

involving the first row disappears, and the y factors clear out the first four columns). But

then xy4 ∈ limu→0 I(uS). Thus we see that the limit contains the generators for Iµ. But

since the limit and Iµ both have colength n we have the desired equality.

We deduce that P(Iµ) = C[x, y]/Jp. But this is Gorenstein by the theorem (since it is

OXn,Qµ/Iµ where Qµ = (Iµ, 0, . . . , 0) ∈ Xn) and it certainly contains a copy of the sign

representation. Hence Jp = Jµ by our characterisation lemma and we are finished. �

Definition 3. In the above corollary we saw the appearance of an unusual vector bundle of

rank n! over Hn. We will call P = (ρn)∗OXn the Procesi bundle.

2.4. Outline of proof of Haiman’s big theorem. For any irreducible scheme X we

have the dualising complex ωX ∈ D(cohX), the derived category of coherent sheaves on X.

There is a nice characterisation of Cohen-Macaulayness and Gorensteinness in terms of the

dualising complex.

• X is Cohen-Macaulay if and only if ωX is concentrated in homological degree− dimX.

• X is Gorenstein if and only if ωX is concentrated in homological degree − dimX and

in that degree it is a line bundle, isomorphic to the canonical bundle ΩdimX
X on X.

So the proof of the big theorem involves confirming the second equivalent notion for Xn.

This is done by induction on n with the following claim:

Xn is Gorenstein with canonical bundle ρ∗nO(−1)

Here O(−1) = (∧nB)∨ where B denotes the tautological bundle on Hn.

To deal with the induction step Haiman uses the nested Hilbert scheme (which, by the

way, also appears in Nakajima and Grojnowski’s work on Heisenberg actions on cohomology

of Hilbert schemes). It is

Hn−1,n = {(In−1, In) : In ⊂ In−1} ⊂ Hn−1 ×Hn,

a closed subvariety with projections onto both Hn−1 and Hn. A theorem of Cheah proves

that it is smooth (very unusual!). Observe that for any point of Hn−1,n there exists a unique
14



P ∈ C2 such that dim(C[x, y]/In)P = dim(C[x, y]/In−1)P + 1 which in turn produces a

morphism from Hn−1,n to C2(n−1)/Sn−1 × C2. Define the reduced variety

Xn−1,n = (Hn−1,n ×C2(n−1)/Sn−1×C2 C2n)red.

We find a commutative diagram with obvious morphisms

Xn−1,n

f

��

g
//

$$JJJJJJJJJ
Xn

ρn

��
Hn−1,n

//

��

Hn

Xn−1

ρn−1 // Hn−1

Now induction gives ωXn−1 = ρ∗n−1O(−1). We can pull this back to describe the relative

dualising complex of Xn−1,n over Hn−1,n as O(−1, 0) (the notation just denotes the pullback

from Xn−1). Haiman calculates explicitly that ωHn−1,n = O(1,−1) (where the notation here

denotes the tensor of the pullbacks of OHn−1(1) and OHn(−1) respectively) from which it

follows that full dualising complex on Xn−1,n is g∗O(−1). Now we push this forward along g

and use the projection formula to find ωXn = Rg∗OXn−1,n ⊗O(−1). Thus the crucial point

to prove is that Rg∗OXn−1,n
∼= OXn .

To prove this consider first the locus where (I, P1, . . . , Pn) ∈ Xn has points Pi not all

equal. Then it turns out that Xn splits locally into Xk × Xl for appropriate k and l and

then the isomorphism is already proved locally by induction. So we need to deal with

glueing these different pieces together and also with the locus of equal Pi’s. The glueing is

rather straightforward and attaching the locus of equal Pi’s – whose points are contained in

V (y1 − y2, y2 − y3, . . . , yn−1 − yn) ⊂ Xn – boils down, by local cohomology, to the fact that

(y1 − y2, y2 − y3, . . . , yn−1 − yn) form a regular sequence in Xn. This follows from the result

that the composed projections

Xn −→ C2n −→ Cn

onto y-co-ordinates is flat. This in turn is a consequence of the relatively straightforward

observation generalising the Proj construction of Hn given in [3, TO COME] that

Xn = Proj C[x, y][tJ ] = Proj
⊕
d≥0

Jd

(where J = C[x, y] ·C[x, y]sign
+ ), and the heart of the matter which is that Jd is free over C[y]

for all d ≥ 0.

This is a consequence of the following result.
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Theorem (Polygraph Theorem). Let

Z(n, `) = {(P1, . . . , Pn, Q1, . . . , Q`) : Qi ∈ {P1, . . . , Pn} for all i} ⊂ C2n+2`.

Set R(n, `) = C[Z(n, `)]. Then R(n, `) is free over C[y].

Haiman shows that Jd = R(n, dn)sign, hence implying the regular sequence property re-

quired. The proof of the above theorem is rather tricky, and is a drawback of the current

proof of the n! conjecture. I will leave it to you imagine why Haiman christened it the

“Polygraph Theorem”.

Lecture 3

3.1. Identifying FRµ(z; q, t) and H̃µ(z; q, t). Recall there were three parts to the definition

of H̃µ(z; q, t):

(1) H̃µ[Z(1− q); q, t] ∈ Q(q, t){sλ : λ ≥ µ}
(2) H̃µ[Z(1− t); q, t] ∈ Q(q, t){sλ : λ ≥ µ′}
(3) 〈s(n), H̃µ(z; t)〉 = 1.

It is obvious that (3) holds for FRµ(z; q, t): it simply expresses the fact that the trivial

representation appears exactly once in Rµ, and that it is in degree (0, 0). (It comes from the

constants in Rµ.)

The proofs of (1) and (2) are similar, so we’ll just deal with (1). We begin by introducing

a slightly more geometric version of the Frobenius map (the most natural geometric one is

yet to come).

Set T = (C×)2, the two-dimensional complex torus. It acts naturally on C2 via(
t−1

q−1

)
and so by functoriality on everything in sight, for instance C[x, y], Hn,P . The T -fixed points

on Hn have already been identified in [3, TO COME]. They are given by the monomial ideals

Iµ, one for each partition µ of n. Let

S = OHn,Iµ ,

a local ring on which T acts since Iµ was a T -fixed point. Let m be the maximal ideal of S.

We first want to calculate the cotangent space of Hn at Iµ as a T -representation, i.e. to

describe the bigrading on the 2n-dimensional vector space T ∗IµHn. This was done implicitly

in [3] as follows. Recall that Iµ ∈ Uµ ⊂ Hn where Uµ is one of our standard open sets in Hn.

The functions on Uµ have the form ∆M/∆µ for all M ⊂ N2 subsets of cardinality of n. Now

[3, Proposition 3.11 TO COME] shows that a basis for m/m2 – the cotangent space at Iµ –
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is given by functions of this form where M = (µ \ {u}) ∪ {w} or M = (µ \ {z}) ∪ {v} and

u, v, w, z arise for each x ∈ µ as in the following diagram where we have added two boxes to

the partition (5, 4, 2, 2, 2):

w
z

x u v

.

Then, in these two cases we have

deg

(
∆M

∆µ

)
=

(−a(x), 1 + l(x)) if M = (µ \ {u}) ∪ {w}

(1 + a(x),−l(x)) if M = (µ \ {z}) ∪ {v}

Note that the bidegree is never (0, 0), another demonstration that the T -fixed points in Hn

are isolated.

We collect these together into a polynomial which we write as either detm/m2(1− (q, t)) or

detT ∗Iµ (1− (q, t)) and which equals∏
x∈µ

(1− q−a(x)t1+l(x))(1− q1+a(x)t−l(x)).

In earlier notation of (4) and (5) this is just hµ(q, t)h′µ(q, t).

If N is a finitely generated T × Sn-equivariant S-module then functoriality implies that

TorSi (S/m, N) is a finite dimensional T × Sn-equivariant vector space. Moreover since Hn is

smooth, S has finite global dimension (equal to 2n) and so these spaces vanish for i > 2n.

We set

FN(z; q, t) =

∑
i≥0(−1)iFTorSi (S/m,N)(z; q, t)

detm/m2(1− (q, t))
.

Now if N is just a finite dimensional T ×Sn-representation with trivial S-action then we use

the Koszul resolution

· · · −→ (∧km/m2)⊗ S −→ · · · −→ (∧1m/m2)⊗ S −→ S −→ S/m −→ 0

to see that this agrees with the previous definition of the Frobenius map. We have the

advantage here however that we no longer require finite dimensional representations.

Theorem (Haiman, [12]). FRµ(z; q, t) = H̃µ(z; q, t).

Proof. We need to show that FRµ [Z(1 − q); q, t] ∈ Q(q, t){sλ : λ ≥ µ}. Thanks to the

polygraph theorem we have already seen that (y1, . . . , yn) form a regular sequence in A =

OXn,Qµ where Qµ = (Iµ, 0, . . . , 0) ∈ Xn is the unique point lying over Iµ ∈ Hn. Each yi
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has degree (0, 1) and taking the corresponding Koszul resolution for A/(y1, . . . , yn)A we see,

exactly as in the proof of the proposition of 1.2, that

FA/(y1,...,yn)A(z; q, t) = FA[Z(1− q); q, t].

But A is a free S-module with T × Sn-homogeneous basis provided by Rµ. Thus

FRµ [Z(1− q); q, t] = pS(q, t)−1FA[Z(1− q); q, t] ∈ Q(q, t)FA/(y1,...,yn)A(z; q, t),

where pS(q, t) denotes the bigraded Hilbert series of S.

NowA/(y1, . . . , yn)A has a generating set given byA/((y1, . . . , yn)+m)A = Rµ/(y1, . . . , yn)Rµ.

As we have already observed, Rµ/(y1, . . . , yn)Rµ is generated over C[∂x] by the Garnir ele-

ments and so, by the theorem of 2.1, only features Lλ with λ ≥ µ.

Finally if we decompose A/(y1, . . . , yn)A into its different Sn-isotypic components and use

Nakayama’s lemma we see that this then implies that FA/(y1,...,yn)A(z; q, t) ∈ Q(q, t){sλ : λ ≥
µ}, as required. �

So the n! conjecture is now proved, and with it Macdonald positivity. (But don’t forget

that we’ve said nothing about diagonal coinvariants yet.)

3.2. Homological consequences of Hn = HilbSn(C2n). In order to get better character

formulae (for objects not necessarily supported only at one point like Iµ ∈ Hn) we need a

stronger link between combinatorics and geometry. This is given by the following localisation

theorem which is a special case of a general result called the Atiyah-Bott-Lefschetz formula.

Theorem. Let A be a T × Sn-equivariant coherent sheaf on Hn. Let H i(Hn,A) denote the

ith sheaf cohomology of A, a finitely generated O(Hn) = C[x, y]Sn-module. Set F i
A(z; q, t) =

FHi(Hn,A)(z; q, t). Then∑
i≥0

(−1)iF i
A(z; q, t) =

∑
µ`n

(∑
(−1)iFTori(Cµ,A)(q, t)

detT ∗Iµ (1− (q, t))

)
where Cµ = OHn,Iµ/m denotes the irreducible skyscraper sheaf supported at the point Iµ ∈ Hn

on which T acts trivially.

Each term on the right hand side is a contribution from a T -fixed point and corresponds

to what we looked at in 3.1 (where we worked only in a neighbourhood of Iµ and so also

higher cohomology vanished, making the left hand side simpler too).

So in order to get good combinatorial formulas associated to global sections H0(Hn,A)

we see from the left hand side of the formula that we need cohomology vanishing. To get

good cohomology vanishing we need control on the derived category of coherent sheaves on

Hn.
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Theorem (Bridgeland-King-Reid, [6]). Let G be a finite group and let X be a G-scheme over

C. Assume that the stabiliser subgroup of any point x ∈ X acts on the tangent space TxX

as a subgroup of SL(TxX). As in [3, TO COME] let Y = G−Hr
X , the (reduced) G-Hilbert

scheme, and

π : Y −→ X/G

the corresponding Hilbert-Chow morphism. Assume that π is semismall: i.e. that for all

irreducible subvarieties Z ⊆ Y we have 2codimYZ ≥ codimX/Gπ(Z). Then

(1) (Y, π) is a crepant resolution of X/G

(2) There is an equivalence of triangulated categories Φ : Db(cohY ) −→ Db(G− cohX)

given by Φ = Rf∗ ◦ ρ∗ where ρ and f are the restrictions to the universal subscheme

Z ⊂ Y ×X (attached to the G-Hilbert scheme) of the projections to Y and X respec-

tively.

We’ve already seen that thanks to Haiman’s theorem of 2.3, HilbSn(C2n) = Sn −Hr
C2n
∼=

Hn. Thus by [3, Theorem 3.6] the assumption on the semismallness of the Hilbert-Chow

morphism π holds in this case, and so we get an equivalence of derived categories

Φ : Db(cohHn) −→ Db(Sn − coh C2n) = Db(C[x, y] o Sn −mod).

We can be a little bit more explicit about this. We’ve also seen in 2.3 that Z, the universal

subscheme, is identified with Xn and hence it follows that

Φ(−) = RΓ(P ⊗−)

where P = (ρn)∗OXn is the Procesi bundle. Moreover, [6] gives an explicit inverse too:

Ψ(−) = ((ρn)∗(ωXn ⊗L Lf ∗(−))G.

We saw in the second lecture that ωXn = (ρn)∗O(−1) where O(−1) is the line bundle (∧nB)∨

on Hn. This carries the sign representation of Sn and so it follows that

Ψ(−) = O(−1)⊗L ((ρn)∗Lf
∗(−))sign.

3.3. Polygraphs revisited. The tautological bundle B is described as a variety finite over

Hn by F = {(I, P ) : P ∈ V (I)} ⊂ Hn × C2. Now consider the product

Xn × F `/Hn = {(I, P1, . . . , Pn, Q1, . . . , Q`) : Qi ∈ V (I) for all i} ⊂ Hn × C2n+2`.

Let θ denote the projection to C2n+2`. It is clear that

im θ = {(P1, . . . , Pn, Q1, . . . , Q`) : Qi ∈ {P1, . . . , Pn} for all i} = Z(n, `),
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where Z(n, `) is as defined in 2.4. In other words there exists an injective algebra homomor-

phism

θ∗ : R(n, `) = C[Z(n, `)] −→ O(Xn × F `/Hn) = Γ(Hn,P ⊗B⊗`).

In the notation of the previous section we can write this a homomorphism

θ∗ : R(n, `) −→ Φ(B⊗`)

in Db(Sn − coh C2n).

Theorem (Haiman, [13]). θ∗ is an isomorphism. In particular H i(Hn,P ⊗B⊗`) = 0 for all

i > 0.

Proof. We need to show that inverse to θ∗, Ψ(R(n, `)) −→ B⊗`, is an isomorphism. It is a

general fact of derived categories that this morphism fits into a cone

Ψ(R(n, `)) −→ B⊗` −→ C −→ Ψ(R(n, `))[1]

and thus we need to show that C = 0 in Db(cohHn).

Recall that by the Polygraph Theorem of 2.4 R(n, `) is free over C[y]. Observe that

the quotient R(n, `)/(y1, . . . , yn)R(n, `) is stable under the automorphisms induced from

translation in the x-co-ordinates. This in turn all means that R(n, `) is free over C[x1, y] (to

check this just take the union of the modules generated by (x2 − x1)i2 · · · (xn − x1)in(a1 −
x1)j1 · · · (a` − x1)j` where the a’s are generating the x-variables for C2`). It follows that

R(n, `) has a C[x, y]-free Sn-resolution of length n− 1.

Applying this to our cone we see that C has a locally free resolution of length n. Moreover,

θ∗ is an isomorphism over generic points and by a standard induction we see that this passes

to the set where not all points (P1, . . . , Pn) coincide. Hence C vanishes over such points.

So we have reached the stage where C is a complex on Hn with a locally free resolution

of length n and which vanishes on an open set whose complement Z = C2 × π−1(0) has

codimension 2n− (2 + (n−1)) = n−1. The new intersection theorem of Peskine, Szpiro and

Roberts (which is also a key tool in [6]) says that if

C• : 0 −→ Cn −→ · · · −→ C1 −→ C0 −→ 0

is a complex of locally free coherent sheaves on X, then every component of Supp(H(C•))

has codimension at most n in X. Put in a more suggestive way for us, if the codimension of

the support is greater than n, then C• must be exact.

Haiman shows by calculation that C, the third term in our cone, is exact on U := (Hn \
Z) ∪ U(n) ∪ U(1n). It’s not hard to show that the complement of U in Hn has codimension

n+ 1, and so C is exact, and hence θ∗ is an isomorphism as required. �
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3.4. The zero fibre Zn ⊂ Hn. Our final goal in this lecture is a homological description of

Zn := π−1(0) where, as always, π : Hn −→ C2n/Sn is the Hilbert-Chow morphism.

Define a homomorphism tr : B −→ OHn as follows. On a sufficiently small open set U ,

B(U) ∼= OHn(U)n. Multiplication by an element f of the algebra B(U) then produces an

n-by-n matrix over OHn(U). We set tr(f) to be the trace of this matrix.

Let U be the open set of Hn where all points P1, . . . , Pn in the support of the ideal are

distinct. Call these points (x1, y1), . . . , (xn, yn). For any I ∈ U we can diagonalise the action

of x and y on the fibre B(I) (and so on an neighbourhood of I) by

x 7→


x1

. . .

xn

 , y 7→


y1

. . .

yn

 .

This shows that tr(xrys) = pr,s(x, y) :=
∑n

i=1 x
r
iy
s
i and thus, since pr,s(x, y) is lifted from

OHn(Hn) = C[x, y]Sn and therefore regular, we have equality everywhere

tr(xrys) = pr,s(x, y).

There is an inclusion OHn ↪→ B to the identity element on B and, by the above calculation,

this is split by 1
n

tr. Hence if we set B′ = ker(tr) then we have

B = OHn ⊕B′

and B′ has global sections spanned over OHn(Hn) by xrys − 1
n
pr,s(x, y) with r + s > 0.

Let J be the coherent subsheaf of B generated over B by x, y, B′; let Ot (respectively Oq)
denote the trivial bundle on Hn with T -equivariant structure twisted by t (respectively q).

Multiplication on B will denoted by m and the inclusion of J into B by ι. Then the natural

homomorphism

B ⊗ (B′ ⊕Ot ⊕Oq)
ι◦m−−−→ B

has image J .

We claim that

B/J ∼= OZn (6)

(the left hand side will be a sheaf of algebras supported on Zn ⊆ Hn).

This granted, we see that J is locally generated by (n−1) + 2 = n+ 1 equations and that

codimF (V (J )) = 2n− (n− 1) = n+ 1, giving a complete intersection. This in turn yields a

Koszul resolution

· · · −→ B ⊗ ∧k(B′ ⊕Ot ⊕Oq) −→ · · · −→ B ⊗ (B′ ⊕Ot ⊕Oq) −→ B −→ OZn −→ 0.
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Label this locally free resolution of OZn by V• (we do not include OZn , so that V• ∼= OZn in

Db(cohHn)). Now each term in V• is a direct summand of a tensor power of B and so we

can use our cohomology vanishing results of 3.3 to deduce that

H i(Hn,P ⊗B⊗` ⊗ Vk) = 0

for all i > 0 and k ≥ 0. Thus we have

H i(Zn,P ⊗B⊗`) = H i(Hn,P ⊗B⊗` ⊗OZn) = H i(Hn,P ⊗B⊗` ⊗ V•)

and this vanishes if i > 0 and produces a surjection

H0(Hn,P ⊗B⊗` ⊗B) −→ H0(Zn,P ⊗B⊗`).

The kernel of this homomorphism from R(n, ` + 1) is generated by x, y (in the (` + 1)-st

place) and by m = C[x, y]Sn+ . It follows, after a little work, that we find an isomorphism

R(n, `)

mR(n, `)
∼= H0(Zn,P ⊗B⊗`). (7)

We still have to justify the claim (6). Recall F ⊂ Hn × C2 with projection η to Hn. Let

η−1(Zn)red be the reduced pullback of Zn. Then η−1(Zn)red ⊂ Hn × {0} and so η provides

an isomorphism

η−1(Zn)red
∼−−−→ (Zn)red.

Now x, y and pr,s(x, y) with r + s > 0 all vanish on η−1(Zn)red and are locally given by

(n + 1)-equations (defining J ). But η−1(Zn)red has codimension n + 1 in F and so since F

is Cohen-Macaulay (it is flat over Hn, a smooth space) we find that the equations cut out

a complete intersection that define a subvariety isomorphic to Zn (because pr,s(x, y) with

r + s > 0 generate the ideal of 0 ∈ C2n/Sn). (With a little extra work – Zn is Cohen-

Macaulay and generically reduced (on the intersection with the chart U(1n) for instance) –

this argument extends to prove the reducedness of Zn too.)

Lecture 4

4.1. Diagonal coinvariants. Recall we have the ring of diagonal coinvariants

Rn = C[x, y]/mC[x, y]

where m = C[x, y]Sn+ . From (7) we know that H0(Zn,P) = Rn and also that H i(Zn,P) = 0

for all i > 0. Thus

FRn(z; q, t) = FP⊗OZn (z; q, t)
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Now recall the locally free resolution of OZn whose kth term is Vk = B ⊗∧k(B′ ⊕Ot ⊕Ot).
Since we also have H i(Hn,P⊗Vk) = 0 for all i > 0 we see that by the Atiyah-Bott-Lefschetz

localisation theorem

FP⊗OZn (z; q, t) =
n+1∑
k=0

(−1)kFP⊗Vk(z; q, t) =
∑
µ`n

∑n+1
k=0(−1)kFP⊗Vk(Iµ)(z; q, t)

detT ∗Iµ (1− (q, t))
.

Now, by the n! theorem FP(Iµ)(z; q, t) = H̃µ(z; q, t), whilst Vk has no Sn-action at all and so

only produces terms from Q(q, t). These are easy to describe. As B(Iµ) has basis xpyq for

(p, q) ∈ µ we see that it has graded series
∑

x∈µ q
a′(x)tl

′(x) = Bµ(q, t). Similarly B′⊕Ot⊕Oq
has terms qa

′(x)tl
′(x) (where x ∈ µ \ {(0, 0)}) and t and q. Thus, using the notation of (3),

the exterior algebra V• has graded series

(1− q)(1− t)
∏

x∈µ\{(0,0)}

(1− qa′(x)tl
′(x)) = (1− q)(1− t)Πµ(q, t).

Putting this together with the formula we already know for detT ∗Iµ (1− (q, t)) shows that

FRn(z; q, t) =
∑
µ`n

(1− t)(1− q)Πµ(q, t)Bµ(q, t)H̃µ(z; q, t)

hµ(q, t)h′µ(q, t)
.

This confirms the Garsia-Haiman (n+ 1)n−1 conjecture.

4.2. New proofs. We have now outlined the proofs of Macdonald positivity and of the

Garsia-Haiman (n+ 1)n−1 conjecture, both via the Hilbert scheme.

However, there are two new proofs of Macdonald positivity now available. The both have

the same first building block.

Block 1: Building on work of Haglund, Haglund-Haiman-Loehr, [10], give a decompo-

sition of the H̃µ(z; q, t)’s into LLT polynomials (Lascoux-Leclerc-Thibon polynomials) with

coefficients given by a combinatorial statistic.

The LLT polynomials are more combinatorial than the Macdonald polynomials and so

combinatorists like this approach. However, to get Macdonald positivity it is still necessary

to show that LLT polynomials (or at least the subclass appearing in the above description

of Macdonald polynomials) are Schur positive. This has now been proved twice.

Block 2: (A) Assaf, [1], gives a combinatorial proof of the Schur positivity of LLT poly-

nomials using “dual equivalence graphs”. This is combinatorial.

(B) Grojnowski-Haiman, [9], give a proof of Schur positivity of LLT polynomials (and

their generalisations to other groups) using geometric representation theory.

However, there is still a thousand dollar question (literally): to produce an explicit basis

for each of the spaces V (µ).
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Diagonal harmonics. Garsia and Haiman long ago showed that the conjectural formula

for Rn could be described simply as ∇s(1n). Here ∇ is the operator on Λq,t which is defined

by the following rule

∇H̃µ(z; q, t) = tn(µ)qn(µ′)H̃µ(z; q, t).

Despite its elementary construction, ∇ is a rather mysterious operator which is very inter-

esting to combinatorists. In particular it features in a series of conjectures by Loehr and

Warrington, [16], who give a conjectural combinatorial description of ∇sµ in terms of the

monomial basis mλ and which in particular generalises a conjectural combinatorial descrip-

tion of ∇s(1n) of Haglund-Haiman-Loehr-Remmel-Ulyanov, [11].

4.3. Beyond Sn: coinvariants. Let’s just make explicit the strategy we had for dealing

with diagonal coinvariants.
Xn −−−→ C2ny y
Hn −−−→ C2n/Sn

Here Xn is the reduced fibre product. On the right hand side, the scheme-theoretic zero

fibre produces the ring of diagonal coinvariants. Thus, under pullback, it should come from

functions on Xn supported on Zn, i.e. H0(Zn,P). Well, we saw that it was and then we

studied H0(Zn,P) using two important facts:

• smoothness of Hn, producing a crepant resolution of C2n/Sn;

• homological precision via the McKay correspondence to understand the space of

sections combinatorially.

Now a natural generalisation is to replace (C2n, Sn) with (h×h∗, G) where G is a complex

reflection group and h its reflection representation. There is, however, a serious problem.

Theorem (Ginzburg-Kaledin [7], Bellamy [2]). The singular Gorenstein variety h × h∗/G

has a crepant resolution if and only if G = (Z/rZ)n o Sn or G = binary tetrahedral group

G4 (this is the group E6 in the description of finite subgroups of SU(2), but with a different

non-defining two dimensional representation producing the reflection representation).

The non-existence is proved using a mixture of Poisson deformation theory, algebraic

geometry and representation of symplectic reflection algebras. The existence part is mostly

straightforward. Indeed we can think of (h× h∗)/(Z/rZ)n o Sn as (C2/Z/rZ)n/Sn then we

make the resolution in two steps. At the first step we use the minimal resolution Y −→
C2/(Z/rZ) of the kleinian singularity. Then we use the Hilbert scheme:

Hilbn Y −→ Y n/Sn −→ (C2/Z/rZ)n/Sn.
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The resolution for G4 was discussed in Sorger’s lecture, see [15].

So the geometric tactic above is not available for studying diagonal coinvariants for general

complex reflection groups. But there is still hope:

Theorem (Gordon [8]). Let W be a finite Coxeter group. Then there exists a natural W -

stable bigraded quotient Rn(W ) of C[h×h∗]/〈C[h×h∗]W+ 〉 which has analogous combinatorial

and W -representation theoretic properties to Rn = Rn(Sn).

This is proved using the representation theory of symplectic reflection algebras. Let us

remark that it was already known to Haiman that the whole coinvariant ring, C[h×h∗]/〈C[h×
h∗]W+ 〉, was too large to have the correct properties. There is a conjecture due to Haiman:

Conjecture:(Haiman, [14]) Let K = ker(C[h×h∗]/〈C[h×h∗]W+ 〉 −→ Rn(W )).

Then K is the largest ideal of C[h× h∗]/〈C[h× h∗]W+ 〉 that does not contain a

copy of the representation sign.

4.4. Beyond Sn: symmetric functions. Fix r ≥ 2, n ≥ 2. (The r = 1 case will be what

we covered before concerning Hn; the n = 1 case corresponding to the geometry associated

to kleinian singularities discussed in [4].) Set Γ = Z/rZ, Γn = (Z/rZ)n o Sn =: (Z/rZ) o Sn.

Definition 4. A ribbon in a partition is a skew subdiagram containing no 2 × 2 square. An

r-core is a partition containing no ribbon of size r. The r-core of a partition is the r-core

that remains when all ribbons of size r are (repeatedly) removed from the given partition.

In the following diagram of µ we mark out two distinct ribbons of size 3. We also draw a

3-core (the 3-core of µ is the empty partition).

•
•
•

•
• • ,

Let ν0 be a core. There is a combinatorial procedure from the classical era that identifies

partitions of size nr + |ν0| with r-core ν0 with the r-multipartitions of n:

µ 7→ Quotr(µ).

Basic group representation theory shows that the complex irreducible representations of Γn

are labelled by r-multipartitions of n, i.e. (λ1,λ2, . . . ,λr) with
∑
|λi| = n.
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Recall the definition of the Macdonald polynomials from 1.3 as well as the lemma in

1.2 which gives the representation theoretic interpretation of the plethystic substitution

Z 7→ Z(1− q).

Conjecture:(Haiman, [14]) There exists a basis {Hµ(q, t)} of Q(q, t)⊗Rep(Γn)

indexed by partitions of size of |ν0|+ nr and core ν0 such that

(1) Hµ(q, t)⊗
∑

i(−q)iχ∧
ih ∈ Q(q, t){χQuotr(λ) : λ ≥ µ,Corer(λ) = ν0}

(2) Hµ(q, t)⊗
∑

i(−t)−iχ∧
ih ∈ Q(q, t){χQuotr(λ) : λ ≤ µ,Corer(λ) = ν0}

(3) 〈χtriv, Hµ(z; t)〉 = 1.

If such elements exist, they will be called wreath Macdonald polynomials. It is relatively

straightforward (with only a little work) to see that this generalises the definition of the

Macdonald polynomials when r = 1. The difficulty, as usual, in showing the existence in

this level of generality is that we are using a partial and not total order on partitions; no

analogue of the operator D of Macdonald is known.

Conjecture:(Haiman, [14]) The coefficients of the wreath Macdonald polyno-

mials Hµ(q, t) in their Schur expansion all belong to N[q±1, t±1].

At the heart of the wreath Macdonald polynomials is the ordering on r-multipartitions

induced from the core ν0. This is constructed by identifying the r-multipartitions of n

with the partitions of nr + |ν0| whose core is ν0 and then ordering them by the dominance

ordering on the partitions. This ordering varies as ν0 varies, but since r-multipartitions of

n is a finite set there are only a finite number of orderings and therefore a finite number of

possible wreath Macdonald polynomials of degree n. For instance if ν0 is large compared to

n then there is only one ordering (conjecturally this is related to the work of Yvonne which

featured in Leclerc’s lectures, and Rouquier’s generalisation of it to the context of symplectic

reflection algebras).

4.5. Beyond Sn: geometry. 〈σ〉 = Γ acts on C2 via

σ 7→

(
η

η−1

)
where η = exp(2π

√
−1/r). Now let K = |ν0| + nr. Then Γ acts on HilbK C2 and the fixed

point subvariety (HilbK C2)Γ is smooth, but has several components.

Consider C[x, y]/Iν0 , which is supported only at 0 ∈ C2, and n distinct generic Γ-orbits

in C2. Glueing these together produces a point in (HilbK C2)Γ; varying the n-generic orbits
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then gives us a space of dimension 2n. The closure of this set in HilbK C2 determines a

connected component of (HilbK C2)Γ, which we will label by Hn(ν0).

Restricting the Chow morphism produces a projective morphism

π : Hn(ν0) −→ C2K/SK

whose image is |ν0| · [0] +
∑n

i=1(
∑

g∈Γ gPi). After subtracting |ν0| · [0], this is just isomorphic

to (C2/Γ)n/Sn = C2n/Γn. In fact,

π : Hn(ν0) −→ C2n/Γn

is a crepant resolution of singularities. (If we take ν0 to be large enough, then this is the

resolution Hilbn(Y ) where Y is the minimal resolution of the kleinian singularity of type Ar−1.

In general, it is not isomorphic to this.) The T -fixed points of Hn(ν0) are, by construction,

the partitions of K with core ν0, a set in natural bijection with r-multipartitions of n and

so we might hope that there is a connection with wreath Macdonald polynomials.

Now Hn(ν0) carries a tautological bundle of rank nr, which we will label by Bn(ν0). It

is obtained from the tautological bundle BK of HilbK C2 of rank K by first restricting to

Hn(ν0) and then observing that at any fibre BK(I) = C[x, y]/I there is a submodule Iν0/I.

Factoring out this sub-bundle gives Bn(ν0). Clearly this is Γ-equivariant and, thanks to the

description above of a generic point in Hn(ν0) we see that each fibre of Bn(ν0) carries n

copies of the regular representation of Γ.

Remark. In fact, Hn(ν0) also has a description as a Nakajima quiver variety on the cyclic

quiver with r vertices, dimension vector nδ = n(1, 1, . . . , 1), and framing vector ε = ωi for

some (any) i. The bundle just described above is simply the tautological bundle of this

quiver variety.

Conjecture:(Haiman, [14]) The variety Hn(ν0) has a vector bundle Pn(ν0)

that is T -equivariant and that has an action of C[h × h∗] o Γn on each fibre

and that satisfies

(1) each fibre carries the regular Γn-representation;

(2) Pn(ν0)Γn−1 ∼= Bn(ν0) as bigraded bundles of C[x, y] o Γ-modules;

(3) for µ ` K with r-core ν0 the fibre Pn(ν0)(Iµ) has bigraded character

equal to Hµ(q, t).
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It is expected that Pn(ν0) is the tautological bundle for an alternative realisation of

Hn(ν0) as a moduli space of Γn-constellations. A Γn-constellation is a C[h × h∗] o Γn-

module which is just the regular representation as a Γn-module. (This moduli space would

be constructed using King’s construction via some stability parameter θ ∈ K(CΓn)∨ which

satisfies θ(CΓn) = 0; the case of a G-cluster is θ(χ) < 0 for all irreducible χ 6= χtriv.) With

such a realisation we would be able to apply [6] to get an equivalence

Db(cohHn(ν0)) −→ Db(C[h× h∗] o Γn −mod).

Such an equivalence is already known thanks to a remarkable theorem of Bezrukavnikov-

Kaledin, [5].
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