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STABILITY OF FINITE DIFFERENCE SCHEMES
FOR HYPERBOLIC INITIAL BOUNDARY VALUE PROBLEMS

JEAN-FRANGOIS COULOMBEL
CNRS, Université Lille 1 and Team Project SIMPAF of INRIA Lille - Nord Europe
Laboratoire Paul Painlevé (UMR CNRS 8524), Batiment M2, Cité Scientifique
59655 Villeneuve d’Ascq Cedex, France

ABSTRACT. The aim of these notes is to present some results on the stability of finite difference
approximations of hyperbolic initial boundary value problems. We first recall some basic notions
of stability for the discretized Cauchy problem in one space dimension. Special attention is paid
to situations where stability of the finite difference scheme is characterized by the so-called von
Neumann condition. This leads us to the important class of geometrically regular operators.
After discussing the discretized Cauchy problem, we turn to the case of initial boundary value
problems. We introduce the notion of strongly stable schemes for zero initial data. The first
main result characterizes strong stability in terms of a solvability property and an energy estimate
for the resolvent equation. This first result shows that the so-called Uniform Kreiss-Lopatinskii
Condition is a necessary condition for strong stability. The main result of these notes shows
that the Uniform Kreiss-Lopatinskii Condition is also a sufficient condition for strong stability in
the framework of geometrically regular operators. We illustrate our results on the Lax-Friedrichs
and leap-frog schemes and check strong stability for various types of boundary conditions. We
also extend a stability result by Goldberg and Tadmor for Dirichlet boundary conditions. In the
last section of these notes, we show how to incorporate nonzero initial data and prove semigroup
estimates for the discretized initial boundary value problems. We conclude with some remarks on
possible improvements and open problems.

These notes have been prepared for a course taught by the author in Trieste during a trimester
devoted to “Nonlinear Hyperbolic PDEs, Dispersive and Transport Equations” (SISSA, May-July
2011). The material in the notes covers three articles, one of which is a collaboration with A. Gloria
(INRIA Lille, France). These notes are also the opportunity to include some simplified proofs of
known results and to give some detailed examples, which may help in clarifying/demystifying the
theory. The author warmly thanks the organizers as well as the participants of the trimester for
inviting him to deliver these lectures and for the very kind and stimulating atmosphere in SISSA.
Special thanks are addressed to Fabio Ancona, Stefano Bianchini, Gianluca Crippa and Andrea
Marson for all the nice moments spent during the author’s stay in Trieste.
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1. INTRODUCTION

1.1. What is and what is not inside these notes ? These notes review the results derived
in [4, 5, 6] on the stability of finite difference approximations for hyperbolic initial boundary value
problems. In order to keep the length of the notes reasonable, the analogous results for hyperbolic
partial differential equations, which have sometimes been proved quite some time ago, will be referred
to without proof. This is mainly done to save space and to avoid introducing further notation.
One crucial point in the analysis below is to understand why the techniques developed for partial
differential equations are unfortunately not sufficient to handle finite difference schemes. Special
attention is therefore paid to the main new phenomena that appear when considering discretized
equations. Some examples are scattered throughout the text in order to explain how the general
theory, which may look sometimes rather complicated, is often simplified when one faces a specific
example. In particular, the Lax-Friedrichs and leap-frog schemes, which are some of the most simple
discretizations of a hyperbolic equation, serve as a guideline throughout Sections 2, 4 and 5.

The notes are essentially self-contained. All results but one are completely proved. Of course,
some familiarity with hyperbolic equations can do no harm, but the only basic requirements to follow
the proofs are a good knowledge of matrices, some tools from real and complex analysis and a little
bit of functional analysis.

As far as hyperbolic boundary value problems are concerned, the reader might first want to get
familiar with the theory for partial differential equations before reading the discrete counterpart
that is detailed here. In this case, the books [3, chapter 7] or [2, chapters 3-5] are convenient
references. However, the theory for finite difference schemes can also be seen as a first step towards
the theory for partial differential equations since, as detailed below, some parts of the analysis are
actually simpler in the discrete case. Even though the original results were not proved historically in
this way, discrete problems can also be a constructive approximation method to obtain solutions of
partial differential equations. To be completely honest, the author is not convinced that this would
be the most direct way to construct solutions of hyperbolic initial boundary value problems.

As far as numerical approximations are concerned, a convenient reference for our purpose is [9,
chapters 5, 6, 11 and 13] where stability issues are analyzed, in particular for the discrete Cauchy
problem. The techniques developed below are restricted to linear schemes for linear equations.
Consequently, no knowledge of flux limiters, ENO/WENO schemes nor any other nonlinear high
order approximation procedure is assumed. Extending some of the results below to such numerical
schemes is definitely an open and challenging issue (which would be very interesting from the point
of view of applications).

1.2. Some notation. Throughout these notes, the following notation is used:
% ={CeC¢|>1}, % ={CeC,[{=1},
D:={¢eC[( <1}, S':={CeC[¢=1}.

We let 4y p(K) denote the set of d x D matrices with entries in K = R or C, and we use the
notation .Zp(K) when d = D. If M € .#p(C), sp(M) denotes the spectrum of M, p(M) denotes
the spectral radius of M, while M* denotes the conjugate transpose of M. The notation M7 is
also used for the transpose of a matrix M (here M is not necessarily a square matrix). The matrix
(M 4+ M*)/2 is called the real part of M € .#p(C) and is denoted Re (M). The real vector space
of Hermitian matrices of size D is denoted 7.

For Hy, Hy € #p, we write Hy > Hy if for all z € CP we have z* (H, — Ho)x > 0. We let [
denote the identity matrix, without mentioning the dimension. The norm of a vector z € CP is
|z| := (2* x)'/2. The corresponding norm for matrices in .#p(C) is also denoted | - |. We let ¢
denote the set of square integrable sequences, and we usually do not mention the set of indeces of
the sequences (sequences may be valued in C? for some integer d).

The notation diag (M, ..., M,) is used to denote the diagonal matrix whose entries are (in this
order) My,..., M,. If the M;’s are matrices themselves, then the same notation is used to denote
the corresponding block diagonal matrix.

The notation z1 = x5 < 3 = x4 means that x; equals x5, x3 equals x4, and x5 is not larger than
x3 (and consequently, of course, ;1 is not larger than x4).
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The letter C' denotes a constant that may vary from line to line or even within the same line.
The dependence of the constants on the various parameters is made precise throughout the text.

1.3. General presentation of the stability problem. In one space dimension, a hyperbolic
initial boundary value problem reads

Ou+ Adyu=F(t,x), (t,x)€eRT xRT,
Bu(t,0) = g(t) teRY, 1)
u(0,z) = f(z), z € RY,

where A € .#y(R) is diagonalizable with real eigenvalues, the unknown u(t, ) is valued in RY, and
B is a matrix - not necessarily a square matrix, see below - that encodes the boundary conditions.
The functions F, g, f are given source terms, respectively, the interior source term, the boundary
source term and the initial data. Of course, in one space dimension, it is rather easy to solve such
a linear problem by diagonalizing A and integrating along the characteristics. More precisely, let
r1,...,7Nn denote a basis of eigenvectors of A associated with eigenvalues \1,...,Ay. Let us assume
for simplicity that 0 does not belong to sp(A), the so-called non-characteristic case. Up to reordering
the eigenvalues, we can label them so that

)\1,...,)\;[,>O7 /\p+1,...,>\N<0.

Then we decompose the source terms F, f and the unknown u as

N N N
F(t,z) = ZFi(t,a:) ri, f(z)= Zfz(x) ri, u(t,z)= Zui(t,x) ;.

Assuming for simplicity that the solution u is smooth, at least ¢! with respect to (¢, ), (1) gives

. d
VZ:L...,N, &[ul(t,x+)\lt)]:Fl(t,er)\zt)
We integrate these equalities with respect to ¢, keeping in mind that wq,...,un, Fi,..., Fiy are only

defined on RT x RT. For i € {p+1,..., N}, that is when ); is negative, we obtain the formula

ui(t,z) = filx — N t) Jr/o Fi(s,x — X\ (t—s))ds. (2)

The latter formula makes sense for all (,z) in the quarter-space R™ x R™ because in that case, all
quantities  — \; ¢t and © — \; (¢t — s) in (2) are nonnegative. In particular, the trace of u; on the
boundary {z = 0} of the space domain is entirely determined by the data:

ul(tﬁo):fl(l)‘l|t)+/o Fi(8,|)\i|(t—8))d8.

One should be careful when performing the integration in the case i € {1,...,p}. According to the
sign of x — \; t, we obtain

wi(t,z) = {fi(iﬁ— Ait) +f0tFi(S,LE — X\ (t—s))ds, ifz>\t,

3
ui(tfx/)\i,())+ftt7w//\i Fi(s,z— X (t—s))ds, ifz<\t. 3)

Analyzing the formulas (2) and (3), we observe that the solution u is entirely determined provided
that we can express the traces of the incoming characteristics {u;(¢,0), 1 <14 < p} in terms of the
data F,g, f. Since the traces of the outgoing characteristics {u;(¢,0), p+ 1 < i < N} are already
determined by the formula (2), the boundary condition in (1) reads

P N
> wi(t,0)Br; = g(t) — Y ui(t,0)Br,
i=1 i=p+1

where the right-hand side can be expressed in terms of F) g, f. Therefore the initial boundary value
problem (1) can be well-posed in any reasonable sense (meaning at least existence and uniqueness of
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a solution, even though we do not make the functional framework precise) if and only if the matrix
B belongs to .4, n(R), and satisfies

R? = Span(Bry,...,Bry) . (4)

In particular, (4) implies that B should have maximal rank, but this could have already been
seen from (1) for otherwise there would have been an algebraic obstruction to solving the boundary
condition in (1). If the matrix B satisfies (4), then we get an explicit expression for the components of
the solution u along the eigenvectors r;. Energy estimates of u in terms of F, g, f as well as qualitative
properties of the solution (regularity, finite speed of propagation etc.) are readily seen from these
expressions. If we try to summarize the above discussion, we obtain the following conclusion: well-
posedness of (1) requires first a precise number of boundary conditions that is compatible with
the hyperbolic operator, and the verification of the algebraic condition (4). Consequently, rather
than checking energy estimates for each possible boundary conditions in (1), we are just reduced to
verifying (4) which is by far easier.

A remarkable result by Kreiss [13] states that for the analogue of (1) in several space dimensions,
well-posedness - that is existence, uniqueness and continuous dependence of a solution in a suitable
functional framework - can still be characterized by an algebraic condition. The latter is usually
referred to as the Uniform Kreiss-Lopatinskii Condition (UKLC in what follows). There is however
a modification between the one-dimensional case and the multi-dimensional case. Observing that in
one space dimension, the condition (4) for well-posedness equivalently reads

Ker B N Span(ry,...,r,) = {0},
the UKLC in several space dimensions reads
V¢eX, KerBnE(()={0},

where ¥ is some infinite set of parameters and the vector spaces E(¢) all have dimension p. Verifying
the UKLC in several space dimensions is therefore more complicated since it requires computing a
basis of a vector space that depends on parameters, and then checking that an appropriate determi-
nant does not vanish. This can sometimes be done with explicit computations, see for instance [2,
chapter 14] for the case of gas dynamics, or it can also be done in a numerical way (this numerical
strategy was used in other contexts such as the computation of Evans functions). One of the most
difficult steps in the theory of [13] is to give a precise definition of the vector spaces E({) that enter
the definition of the UKLC. Not so surprisingly, we shall also face this difficulty when dealing with
numerical schemes. However, as shown on some specific examples, the general theory can be far
more complicated than what one faces with one particular numerical scheme. One should therefore
not be afraid to try checking the UKLC on some examples: it is the best way to manipulate the
objects, to get used to them and to understand better the general theory. The reader is therefore
strongly encouraged to test all the results below on his/her favourite numerical scheme.

Our main goal in these notes is to characterize - that is, find necessary and sufficient conditions
- stability for the numerical schemes occurring after discretizing the initial boundary value problem
(1). Existence and uniqueness for the discretized version of (1) will be completely trivial in these
notes, and stability should be understood as continuous dependence of the solution with respect
to the data, meaning the last requirement for “Hadamard well-posedness”. In view of the existing
theory for (1) and its analogue in several space dimensions, we wish to obtain a general result of the
form: “the discretization of (1) is stable if and only if an algebraic condition (to be determined) is
satisfied’. This result will be meaningful if testing the algebraic condition is easier than checking
the validity of energy estimates for the numerical schemes. As usual when one deals with problems
in infinite dimensional spaces, the choice of the norm in the stability definition is crucial. Our long
term goal is to develop an analogous theory for discretized multi-dimensional problems to the one
detailed here in the one-dimensional case. The functional framework should therefore be compatible
with such an extension, and this basically restricts us to working with L2-type spaces (hence the
use of many Hilbertian methods). As far as convergence of numerical schemes is concerned, we
focus here on the stability problem since consistency is supposed to be an easier problem. In some
sense, consistency of a numerical scheme follows from some Taylor expansions on an exact smooth
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solution of the continuous problem (1). If we can derive a powerful stability theory, convergence
should follow as a more or less direct consequence by combining stability with consistency. Instead
of giving precise results in this direction, we shall refer the interested reader to [8] where this strategy
is used.

Let us now detail the plan of these notes. As a warm-up, we begin in Section 2 with some
considerations on the discretized Cauchy problem. This will be the opportunity to introduce some
objects that are crucial in the analysis of the discretized initial boundary value problem. We also
introduce and analyze some examples such as the Lax-Friedrichs and leap-frog schemes. Sections 3
and 4 are devoted to the analysis of the discretized initial boundary value problem with zero initial
data. This is, technically speaking, the most difficult part of these notes. In the case of zero initial
data, stability can be analyzed by applying the Laplace transform and the so-called normal modes
analysis. Our main result characterizes stability by means of an algebraic condition of the same type
as the UKLC. The main results in Section 3 generalize - and sometimes simplify - the fundamental
contribution by Gustafsson, Kreiss and Sundstrém [10]. To clarify the theory, we explain in Section 4
the behaviors of all the objects (stable eigenvalues, stable subspace, UKLC...) for the Lax-Friedrichs
and leap-frog schemes. Section 5 deals with the problem of incorporating nonzero initial data
and adapting the notion of stability to this new framework. For one-dimensional problems, the
incorporation of initial data was performed by Wu [26]. We shall explain his method and propose
an alternative - though closely related - approach. The main advantage of this new approach is
the fact that it can be adapted in a straightforward way to multi-dimensional problems, while Wu’s
method is restricted to one-dimensional problems for reasons that we shall detail. Eventually, we
shall present some (of the numerous) open problems in Section 6.
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2. FULLY DISCRETIZED HYPERBOLIC EQUATIONS

2.1. Finite difference operators and stability for the discrete Cauchy problem. We con-
sider the Cauchy problem
Ou+ Ad,u=0, (t,z) e RT xR, (5)
u(0,z) = f(x), x €R,
on the whole real line. As in Section 1, A € .#y(R) is diagonalizable with real eigenvalues A1, ..., An.
For initial data f € L?(R), there exists a unique solution u € € (R*; L?(R)) solution to (5). This
solution can be explicitly computed by integrating along the characteristics. Decomposing along the
eigenvectors r; of A, we obtain

N N
ult,w) =Y filw =Nit)rs,  fl@) = fil@)ri.
i=1 i=1
In particular, the following energy estimate is straightforward

2 2
sup / fu(t,2)* de < C / (@) da, (6)

t>0
with a numerical constant C' that only depends on A. Another possibility for computing the solution

u to (5) is to use Fourier transform with respect to the space variable x. Letting ¢ denote the
associated frequency variable, u(t, £) satisfies the linear ordinary differential equation

%a@,g) — —igATLE), T(0,6) = f(&),

which we solve to obtain

u(t,§) = exp(—it& A) f(£) - (7)
Let us now introduce the discretizations of (5) that we consider in these notes. Let Ax, At > 0
denote a space and a time step where the ratio A := At/Ax is a fixed positive constant. In all what
follows, A is called the CFL (for Courant-Friedrichs-Lewy) number and At €]0, 1] plays the role of
a small parameter, while Az = At/ varies accordingly. Some of the assumptions in the theory are
restrictions on A. Typically, the results will hold provided that A is chosen in a suitable interval of
RT.
The solution to (5) is approximated by a sequence (UJ') defined for n € N and j € Z. More
precisely, we always identify the sequence (U}') defined for n € N and j € Z with the step function

Ut,z) :=U for (t,z) € [nAt, (n+ 1) At[ x[j Az, (j + 1) Ax].
The goal is to build a numerical scheme that produces a step function U that is close to u for the
L (R*; L?(R)) topology. This is a natural requirement in view of (6). (The choice of the topology
may look rather arbitrary, especially in one space dimension, but as detailed in the introduction,
our goal is to develop some tools that may be extended to multi-dimensional problems.) Let us
observe that though the solution u to (5) lies in the space ¢’ (R*; L?(R)), the approximation U lies,
in general, in the larger space L°°(R*; L?(R)). It is only in the limit process, by letting At tend to
zero, that continuity with respect to time can be recovered.
Discretizing the initial condition of (5) is usually performed by choosing

1

(+1) Az
Vji€eZ, fj::E/A flx)dx.
J xT

This is not the only possible choice, but it has the good property of being stable with respect to the

L? topology, that is'

S aclfP < [ 1@l ds.

jez R
From now on, we assume that the initial discretization has been chosen, producing a sequence
(f;) € £2 such that the associated grid function is “close” - in some sense that we do not make
precise - to the initial condition f of (5).

LThis estimate is easily proved by applying Cauchy-Schwarz inequality on each interval [j Az, (j + 1) Az][.



STABILITY OF FINITE DIFFERENCE SCHEMES 7

Starting from a given sequence (f;) € 2, for instance the sequence defined just above, many
classical finite difference approximations of (5) take the form

{U]@“QU}‘, JEL, n>0,

: (8)
U]Q:fj7 JGZa

where @ is a finite difference operator whose expression is given by

Q= > AT, (T'V)i:=Viie. (9)

b=—r

Let us give a few explanations on (9). The shift operator T is an invertible operator on ¢%(Z) so
taking powers T is legitimate. The integers p,r in (9) are fixed, that is, they do not depend on the
index j on the grid where the numerical scheme is applied, and neither do they depend on the small
parameter At. In the same way, the matrices A_,, ..., A, € 4y (R) should not depend on At, nor
on the initial data (f;). In most (linear) finite difference schemes, the matrices A, are polynomial
functions of the matrix A A. In that case, all matrices A, can be diagonalized in the same basis.
We refer to the following paragraphs for some examples. Summarizing, the numerical scheme (8) is
defined by two integers p,r and by the matrices A_,,..., A,. Then the sequence U"*! is computed
from U™ by applying the operator @ defined in (9), which acts boundedly on ¢2. In particular, for
all initial condition (f;) € ¢2, there exists a unique sequence (U}') that is a solution to (8), and
moreover this solution satisfies (U]n)jez € (2 for all n € N.

Let us briefly recall that for nonlinear schemes such as ENO or WENO schemes, the matrices Ay
are not fixed but depend on the solution that is computed ; for instance, to compute the sequence
(Ujl)7 the matrices Ay at the first time step depend on (f;), and they are updated at each time step
in order to take the oscillations of the sequence (UT') into account. The theory developed below
relies crucially on the fact that the matrices A, are independent of the sequence (U}'). It therefore
does not extend directly to such nonlinear schemes.

The definition of stability for the numerical scheme (8) requires that the solution to (8) satisfies
the discrete analogue of (6). More precisely, we introduce

Definition 2.1 (Stability for the discrete Cauchy problem). The numerical scheme defined by (8),
(9) is (£%-) stable if there exists a constant Cy > 0 such that for all At €0, 1], for all initial condition
(f5)jez € 2 and for all n € N, there holds

N Az |UPP<Co Y Azl|fyl.
JEL jez
Of course, we could simplify the factor Az on both sides of the stability estimate and Definition
2.1 is clearly independent of the small parameter At, but we prefer to keep the Az factor in order
to highlight the fact that discrete ¢2 norms are nothing but L? norms for step functions defined
on the grid with uniform space step Ax. The factor Ax corresponds to the measure of the cell
[j Az, (j+1) Ax[. This observation is useful in order to understand the similarities between stability
estimates for numerical schemes and energy estimates for partial differential equations.
Stability for the numerical scheme (8) is characterized by the following result.

Proposition 2.1 (Characterization of stability for the discrete Cauchy problem). The scheme (8)
is stable in the sense of Definition 2.1 if and only if the matrices Ay in (9) satisfy
2

p n
VneN, VpeR, ‘(Ze”me) < Co, (10)
b=—r
with the same constant Cy as in Definition 2.1.
For future use, it is convenient to introduce the notation
P
Vke C\ {0}, A(k):= Zf-s[Ag, (11)

j=—r
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so that (10) reads
VneN, VneR, | <.
The matrix o7 (e!") is called the amplification matriz (or symbol) of the scheme (8).
Proof of Proposition 2.1. e Let us assume that the bound (10) holds, or in other words that the

family {</(e'"),n € R} is uniformly power bounded with the bound /Cy. Let us consider the
scheme (8). Then for all n € N, the step function U™ defined by

U'(x) :==Uj", forxe[jAr,(j+1)Ax],
satisfies
P
VzeR, U™l(z)= > AU"(z+LAx).
b=—r

We already know that U™ belongs to L?(R) for all n, so we can apply Fourier transform on both
sides of the latter equality?. This operation yields the relation

VEER, UMI()=a/(e276)TM(),
from which we deduce

VEER, Un(E)=a/(e"278)"UO(e).
Using Plancherel Theorem and the bound (10), we obtain

/R\U“(o:)\?dx:% A(W(ﬁ)\2d£§% /R]W@fds:oo/R|U°<x>|2dx.

Consequently, the scheme (8) is stable with the same constant Cy as in (10).

e We now assume that the scheme (8) is stable with the constant Cp, and we fix an integer n as
well as a real number 7. Let also X € C¥ have norm 1. Then for an integer k > n max(p,r), we
consider the initial condition

oo JeTXL i< R
A , otherwise.

The following computation is elementary (just recall the notation (11))

Ujl =) f;, if |j| <k —max(p,7).

By a straightforward induction, we obtain
Uf:d(ei”)”fj, if |j] < k —n max(p,r). (12)
Then we have

> Az|UPP <Y Az UM < Co Y Az|fi? = CoAz(2k+1).

|7|<k—n max(p,r) JEZ JEZ

The left hand side of the latter inequality is computed by using (12) and by using the definition of
the vector f;. We obtain

(2k+1—2n max(p,r)) Az |42f(e“7)”X|2 <CoAzx(2k+1).

Dividing by Az (2k + 1), letting k tend to infinity and taking the supremum with respect to X, we
obtain the result of Proposition 2.1. d

Remark 2.1. The easiest case of stability is when the matrices Ay satisfy
vneR, ‘%(ein)‘ <1.
Then the solution to (8) is such that the sequence of norms (||U™||¢2) is non-increasing. This more

restrictive notion is called strong *-stability in [24].

2This is the precise point where it is crucial to deal with constant matrices A,.
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The main idea in the proof of Proposition 2.1 is to test the stability estimate on oscillations e?7 7.
Of course, the sequence (eij”)jez does not belong to £2 so we need to make a truncation. Fourier’s
inversion Theorem shows that functions can be decomposed as a superposition of oscillations so
stability of the numerical scheme is encoded in a stability estimate for pure oscillations that should
be uniform with respect to the frequency.

Let us now make an important remark. The grid function U™ is supposed to be an approximation
of the solution u at time n At. Hence U™ should approximate u(n At, ). Recalling the relation (7),
the matrix &7 should satisfy

%(eiAacf)n ~ eXp(—inAth) = exp(—i Ath)n.

We do not wish to make the meaning of the symbol & precise. However, a natural requirement
should be to impose that in the limit At — 0 with n = 1, both expressions coincide. This yields the
restriction

P
d(1)=> A=1I. (13)
b=—r

A numerical scheme of the form (8), (9) that satisfies (13) is said to be consistent. Higher order
accuracy of the numerical scheme is encoded in the Taylor expansion of o7 (e? 7€) as At tends to 0.
However, this notion will not be much used in what follows, except when discussing some examples.
We shall go back to the result of Proposition 2.1 in the following paragraph. Before doing so, let us
discuss a possible extension of the theory. The reader who is familiar with numerical discretizations
of ordinary differential equations will probably wonder why we have restricted to numerical schemes
with only one time step. As a matter of fact, there is no reason for doing so and in some situations
one could prefer using a two steps (or more) numerical procedure. A well-known example is the leap-
frog scheme. Another example is discussed in one of the following paragraphs. Numerical schemes
with several time steps take the following form: let us consider three integers p,r,s. Starting from

some sequences (f7),...,(f;) in £%, the sequence (U7") is defined by

S
Urtt=>"Q.Ul"", jEL, n>s,
o=0

(14)
U]n: Jn7 J€Z, n=0,...,s,
where the shift operators @, are given by
P
Qo= Y Ay, T (15)

b=—1r
Again, the matrices Ay, in (15) should not depend on the sequence to be computed so that the

same scheme applies to all initial data and at each time step. The notion of stability for (14) is
entirely analogous to Definition 2.1.

Definition 2.2 (Stability for the discrete Cauchy problem). The numerical scheme defined by (14),
(15) is (€2-) stable if there exists a constant Cy > 0 such that for all At €]0,1], for all initial
condition (fj(-))jez, s (ff)jezn € 02 and for all n € N, there holds

S Az |UPP < Co | D Az|ffP 4+ > Ax|f5]?
JEL JEZ JEZ
Similarly to Proposition 2.1, Proposition 2.2 below characterizes stability of the scheme (14) in
terms of the uniform power boundedness of the corresponding amplification matrix. For future use,
we therefore introduce the notation
Qo(k) ... ... Qs(k)
1 0o ... 0 — P p

Ve C\{0}, (k):= o , € Mn(si1)(C), Qo(r) =D k'Apy,,

o o
o
~ -
o
~
Il
|
3
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which coincides with our former notation (11) in the case s = 0 (one step scheme). To avoid any
possible confusion, we emphasize that in (16), the matrix o/ (k) is decomposed into blocks, each of
which is a square NV x N matrix with complex coefficients. Such block decompositions of matrices
will occur at numerous places in these notes.

Proposition 2.2 (Characterization of stability for the discrete Cauchy problem). The scheme (14)
is stable in the sense of Definition 2.2 if and only if there exists a constant C; > 0 such that the
amplification matriz o/ in (16) satisfies

VneN, VneR, |« <0, (17)

Moreover, if the scheme is stable with a constant Cy, then one can take C1 = (s+1) Cy in (17), and
conversely if (17) holds with a constant C1, then one can take Cy = Cy for the stability estimate of
Definition 2.2.

Proof of Proposition 2.2. e Let us assume that the bound (17) holds with the constant C;, and let
us consider the scheme (14) with initial data in £2. Then for all n € N, the step function U™ defined
by
U(z):=U}, forxeljAx,(j+1)Ax],
satisfies
s p
Vn>s, YzxeR, UM (z)= Z Z Ao UM%z + L Ax).
o=04=—7r

It is clear that U™ belongs to L?(R) for all n (the operators @, act boundedly on £2), so we can
again apply Fourier transform and obtain

Vs, VEER, U =3 Q2T (g),
o=0

from which we deduce

) % ()
VneN, VEeR, : A G I
o (€) Uo(e)

Stability follows from Plancherel Theorem as in the proof of Proposition 2.1, and we get

VneN, > Az|UPP<Cy [ Y Az|fP 4+ Ax|f;?
JEL JEL JEL
e Let us now assume that the scheme (14) is stable in the sense of Definition 2.2 with a constant
Co. Let n € N, n € R, and let k > n max(p,r). We also consider some vectors X°,..., X* € CV
satisfying
|X0|2+~-~+|XS‘2 =1.

We consider the initial data
fO.i eijﬁX()’ 1f|_j|§k, fs . eijﬁXs7 lf|j|§k7

77 o, otherwise, = 77 o, otherwise.

For |j| < k — max(p, ), the relation (14) gives
Ut =" QoMU
o=0

In particular, there holds U;_tél =eifn UJ‘?'H for |j| < k—2 max(p,r) and |[¢| < max(p,r). Proceeding
by induction, we get

S
+m+1 _ O (ot +m—
Ut = 3 G (e U
o=0
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forallm =0,...,n—1 and for all j satisfying |j| < k — (m + 1) max(p,r). It is now not difficult to
obtain the relation

n+s s
Ui ‘ 1;
: =M™ | |, if|j| <k—nmax(p,r).
n 0
Uj 5
Then we have
Yoo Az ([UPP A+ UFTP) <D0 A (JUFP A+ U
l7]<k—n max(p,r) JEZ
<(s+1)Co (If7P+---+1f17)
= (S—i—l)CoAl'(Qk—l—l).
Eventually, we obtain
XS
(2k+1—2n max(p,r)) Ax |f;a/(e“7)”X|2 <(s+1)CoAx(2k+1), X:=| :
XO
Dividing by Az (2k + 1), letting & tend to infinity and taking the supremum with respect to X, we
obtain the result of Proposition 2.2. O

The following paragraph discusses how the results of Propositions 2.1 and 2.2 are useful in practice.

Remark 2.2. When one tries to verify that the amplification matriz of a numerical scheme satisfies
(10), resp. (17), the choice of the norm on My (C), resp. Mn(s1+1)(C), is arbitrary because all norms
are equivalent. It may sometimes be easier to work with the norm max; j=1,.. n |M; |, as we shall
sometimes do below.

2.2. Possible behaviors for the eigenvalues of the amplification matrix. In this paragraph,
we recall some facts about families of matrices with uniformly bounded powers. We also analyze
how the characterization of Propositions 2.1 and 2.2 can be simplified for a special class of numerical
schemes.

The following result is elementary.

Lemma 2.1. Let M € .#4(C) be power bounded. Then p(M) < 1.

Proof of Lemma 2.1. Let pu € sp(M), and let us choose an eigenvector X € C? with norm 1 associ-
ated with the eigenvalue p. For all integer n, we have

lp|" = |p" X =|M" X| < C,

where the constant C' is an upper bound for the norms of all powers M™. The latter inequality gives
|| <1 and the result follows. O

Lemma 2.1 immediately implies the following well-known necessary condition for stability.

Corollary 2.1 (von Neumann condition). Let us assume that the scheme (8), resp. (14), is stable
in the sense of Definition 2.1, resp. 2.2. Then the amplification matriz of defined by (11), resp.
(16), satisfies the so-called von Neumann condition

VneR, p(e (') <1. (18)

Let us observe that for one step schemes satisfying the consistency condition (13), &7(1) is the
identity matrix so the upper bound 1 for the spectral radius allowed by the von Neumann condition
is attained. In particular, when 7 is small, the eigenvalues of <7 (e?") should be close to 1 but remain
within the closed unit disk. Usually, when one performs an expansion of the eigenvalues for small 7,
the requirement that the eigenvalues satisfy the von Neumann condition indicates some restrictions
on the possible values of the CFL number A.

The von Neumann condition in Corollary 2.1 is only a necessary condition for stability. However
there is one case, that is always met in examples, where it is also a sufficient condition.



12 JEAN-FRANCOIS COULOMBEL

Lemma 2.2. Let us assume that the matrices A_,, ..., Ay in (9) can be simultaneously diagonalized
(for instance when they are all polynomial functions of N A). Then the scheme (8) is stable if and
only if the von Neumann condition (18) holds.

Proof of Lemma 2.2. The proof is elementary. Choosing an invertible matrix 7' that diagonalizes
A_,, ..., A, the definition (11) shows that T" also diagonalizes the amplification matrix 7, that is
Ve C\ {0}, T 'o/ (k)T =diag (z1(k),...,2n(K)).

If the von Neumann condition holds, the eigenvalues satisfy |z; (e!™)| < 1 for all n € R. This property

implies 4 , ,
|/ (e'")"| = |T'diag (21(e")", ..., 2n (")) TH < T |T7Y.
Proposition 2.1 shows that the scheme (8) is stable. O

The stability criterion of Lemma 2.2 will apply to all one step numerical schemes that appear
in these notes. However, this criterion does not apply to multi-step schemes since the companion
matrix 7(e”) in (16) can not be diagonalized in a fixed basis that does not depend on 7. We
therefore need to work a little more. The following Lemma gives a more precise description of the
properties of power bounded matrices.

Lemma 2.3. A matric M € #4(C) is power bounded if and only if p(M) < 1 and furthermore
the eigenvalues of M whose modulus equals 1 are semi-simple (that is, their geometric multiplicity
equals their algebraic multiplicity).

Proof of Lemma 2.3. The proof is classical and appears in many textbooks on numerical analysis.
Let M € #4(C) and let us consider an invertible matrix T' that reduces M to its Jordan form

T 'MT = diag (M, ..., M,),
where each block Mj is either of the form o; I or a Jordan block

aj 1 0 0

0o . .0
: . .1
0 0 O[j

whose size equals at least 2. (Let us observe that in this decomposition, the eigenvalues of the blocks
M are not necessarily pairwise disctinct.) It is straightforward to check that M is power bounded
if and only if each block is power bounded. We can now prove Lemma 2.3.

e Let us assume that M is power bounded. From Lemma 2.1, we already have p(M) < 1. If M is
diagonalizable, then the proof is finished, so let us consider a Jordan block M; that appears in the
reduction of M and whose size is denoted d. Writing M; = o; I + N;, we have

n
n __ k _n—k k
M} =3 Cpal " Nf,
k=0

so the (1,2)-coefficient of M} equals na;“l for all n > 1. Since all norms on the space .#;(C) are
equivalent, there exists a constant C' such that

Vn>1, nlo" <0,

and this implies |a;| < 1. In other words, eigenvalues of M that belong to the unit circle S! must
be semi-simple.

e Let us now assume that M satisfies p(M) < 1 and all eigenvalues of M that belong to S are
semi-simple. In the Jordan reduction of M, the diagonal blocks are power bounded, so to prove
Lemma 2.3, it only remains to prove that a Jordan block associated with an eigenvalue in D is power
bounded. We keep the same notation M; = «; I + N; as above. If a; = 0, then Mj is clearly power
bounded, so we now assume 0 < |a;| < 1. We have

d—1
n __ k n—k ark
My =" Ckar " NF,
k=0
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for all n > d — 1 (here we have used N ]d = 0). It is therefore sufficient to prove that for all fixed
k=0,...,d— 1, the sequence (CF a?)neN is bounded. This sequence tends geometrically to zero
(use d’Alembert’s criterion) so it is bounded and the sequence (M]'),en is also bounded. The proof
of Lemma 2.3 is complete. ]

For numerical schemes, Lemma 2.3 shows that in addition to the von Neumann condition, a
necessary condition for stability is that if 7 € R is such that the matrix o7(e'?) has an eigenvalue
z € S, then z should be semi-simple.

Lemma 2.3 is unfortunately not sufficient to characterize uniform power boundedness for an
infinite family of matrices®. Indeed, let us consider the following matrices

M) := (1636 1mx) o Ma(2) = (1_0332 1xx2) ’

which both depend on a parameter z € [0,1]. For all fixed z € [0,1], Lemma 2.3 shows that the
matrices M (x) and My (z) are power bounded. However, it is not a difficult exercise to show that the
family {M;(z), = € [0,1]} is uniformly power bounded while the family {My(z), = € [0,1]} is not
uniformly power bounded. As a matter of fact, there exists only one result that fully characterizes
families of uniformly power bounded matrices. This famous Theorem is due to Kreiss and can be
stated as follows.

Theorem 2.1 (Kreiss matrix Theorem). Let d € N and let % C .#4(C). The following conditions
are equivalent.
(i) There exists a constant Cy such that for all M € F and for alln € N, |M™| < Cy.
(ii) There exists a constant Cy such that for all M € F, p(M) < 1 and for all z € U, there
holds

(iii) There exists a constant C3 such that for all M € F, there exists an invertible matriz T such
that T~Y M T is upper triangular and

IT|+ T~ < Cs,
Vi<i<ji<d, [(T'MT);|<Csmin(l— (T *MT):l,1-|(T""MT),,|.

Rather than giving a complete proof of Theorem 2.1, which would take much space, we shall
refer the interested reader to the nice review [22] where additional characterizations and historical
references can be found. Showing that (i) implies (ii) is easy and follows from a series expansion. An
elegant proof that (ii) implies (i) can be found in [23]. Optimal improvements of [23] are reported
in [22].

The problem for showing uniform power boundedness for a parametrized family of matrices is to
handle how a Jordan block may approach a diagonal block associated with an eigenvalue in S' as the
parameter varies. For numerical schemes in one space dimension, the pathology of the matrix Mas(x)
above is usually ruled out by the fact that as e*” approaches a point €' for which the amplification
matrix has a semi-simple eigenvalue z € S', the eigenvalues of &7 (e?") close to z are also semi-simple.
Furthermore, eigenvalues and eigenvectors can usually be determined as smooth functions of 7. A
model situation for such behavior would be

1—g?m 0
< 0 1-—z

To make this framework precise, we introduce the following terminology.

2m2) ) mlam2€N7 xE[O,l]

Definition 2.3 (Geometrically regular operator). The finite difference operator @ in (9), resp. the
operators Q. in (15), is said to be geometrically regular if the amplification matriz o defined by (11),
resp. (16), satisfies the following property: if k € St and z € S*Nsp( (k)) has algebraic multiplicity

3The main reason is that the bound provided by Lemma 2.3 depends on the matrix 7' that reduces M to its
Jordan form, and the construction of T is a highly ill-conditionned problem so that |T||T 1| can be very large when
M varies.
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a, then there exist some functions f1(K), ..., Ba(K) that are holomorphic in a neighborhood W of k
in C and that satisfy

Br(s) = = Pals) =2, det (21— /(r) f[z—ﬁj

with ¥ a holomorphic function of (k, z) in some neighborhood of (k, g) such that ¥(k,z) # 0, and if
furthermore, there exist some vectors ei(k),...,eq(K) € CN, resp. CNGHY  that depend holomor-
phically on k € W, that are linearly independent for all kK € W, and that satisfy

VeeW, Vi=1,...,a, (k)ejk)=0;k)ejk).

For instance, if the matrices A_,, ..., A, satisfy the assumption of Lemma 2.2, it is clear that the
finite difference operator @ in (9) is geometrically regular. Even better, in that case the eigenvalues
and corresponding eigenvectors can be parametrized globally for k # 0. The eigenvectors do not
even depend on x ! The framework of Definition 2.3 is therefore meaningful mostly for multi-step
schemes, e.g. the leap-frog scheme. We hope that it will also be useful for the study of finite difference
schemes in several space dimensions. We end this paragraph with the following characterization of
stability by the von Neumann condition for geometrically regular operators.

Proposition 2.3 (Characterization of stability for geometrically regular operators). Let the finite
difference operator Q in (9), resp. the operators Q, in (15), be geometrically reqular. Then the
scheme (8), resp. (14), is stable if and only if the von Neumann condition (18) holds.

The precise expression, either (11) or (16), of the amplification matrix <7 is not relevant for the
proof of Proposition 2.3. To unify both cases, we shall thus consider that the size of &7 is N (s + 1),
which amounts to setting s = 0 for one-step schemes.

Proof of Proposition 2.3. Using Corollary 2.1, it is sufficient to prove that the von Neumann condi-
tion implies stability. The proof of Proposition 2.3 consists in splitting the set of parameters n € R
into a first part for which the amplification matrix has eigenvalues close to S' and a second part
for which the eigenvalues of the amplification matrix are in D, uniformly away from S'. In the first
part, we shall use the geometric regularity assumption to control the powers of the amplification
matrix. The second part will be easier to control. We begin with an easy consequence of Theorem
2.1 which will be useful later on.

Lemma 2.4. Let d € N and let F C #4(C) be a family of matrices such that there exists § €]0,1]
for which
VMeZF, p(M)<1-9. (19)

Then .Z is uniformly power bounded if and only if .F is bounded in M ;(C).
Proof of Lemma 2./. It is obvious that boundedness is a necessary condition for uniform power
boundedness. Let now a family # C .#;4(C) be bounded and satisfy (19) for some positive 0,
and let M € .%. By Schur’s Lemma, there exists a unitary matrix 7" such that 7! M T is upper
triangular. Since .# is bounded, while T and T~! belong to the unitary group (a bounded subset
of #4(C)), there exists a constant C that is independent of M and such that

Vi<i<j<d, [(T"'MT); <C.
From the assumption of Lemma 2.4, we also have

‘min (1 - [(T""MT);:])>6>0,

i=1,...,

so it is easily seen that .# satisfies condition (iii) of Theorem 2.1. The conclusion of Lemma 2.4
follows. 0

The following observation is trivial and is stated without proof.

Lemma 2.5. Let # := {k € S' ,sp(«/(k)) NS! #£ 0}. Then ¥ is a closed (hence compact) subset
of St.
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If 2 is empty (which never happens in practice, but let’s pretend), then the von Neumann
condition implies that for all x € S!, the spectrum of </ (k) is included in the open unit disk D.
Moreover, </ (k) depends holomorphically on x € S! and S! is a compact set, so there exists a
constant § > 0 such that p(&/(k)) < 1— 4 for all x € St. (Here we use the continuity of the spectral
radius.) Since {&7(k), k € S'} is a bounded family, Lemma 2.4 shows that &7 (k) is uniformly power
bounded for £ € S! which completes the proof of Proposition 2.3.

Let us now assume that ¢ is not empty. The following Lemma gives a description of & (k) in
the neighborhood of any point of 7 .

Lemma 2.6. For all k € J, there exist an integer q, two positive constants C and &, an open
neighborhood # of k in C and an invertible matriz T(k) that depends holomorphically on k € W
and that satisfies

e forallk e W, |T(k)|+|T (k)7 <C,
o forallk € W, T(k) ' (k)T (k) = diag (B1(k), ..., Bq(K), Z(K)), with B1(K),...,B4(k) €
T, h(r) € Mixiss1)q(©), 1()| < C and plh(s)) <16,

Let us complete the proof of Proposition 2.3 using Lemma 2.6. We use a finite covering of the
compact set £ by open sets #4,..., #x C C given in Lemma 2.6 (on each #}, we have a change
of basis Ty (k) that satisfies suitable properties). Let now x = ¢! € SI N #}, with 1 < k < K. The
von Neumann condition shows that the eigenvalues of <7 (k) belong to DUS!. Moreover, there exist
some positive constants Cj and & that do not depend on k € S' N %}, such that the diagonal block
<y (k) satisfies |7 (k)| < Ck and p(o%(k)) < 1 — ;. Applying Lemma 2.4, we find that the family
{(K), k € S'N#}} is uniformly power bounded. Using the block diagonal decomposition of < (k),
it follows that the family of matrices {&/ (), k € S N #4} is also uniformly power bounded. (Here
we use the property |3;(k)| < 1 for k € S' N #}, which follows from the von Neumann condition.)
In other words, there exists a constant C; > 0 such that

VeeS'Nn(#U---UWk), YneN, |o(k)"<Cy.

For £ in the closed (hence compact) subset S\ (#4 U---U#) of S', we know that the spectrum
of &7(k) lies inside D. Consequently, there exists a constant §' > 0 such that p(e/(k)) < 1 — ¢’ for
k €S\ (ML U---UW#k). Applying Lemma 2.4 again, there exists a constant Cy > 0 such that

VeeS'\ (MU -U#k), ¥YneN, |o(k)" <Cy.

Consequently the matrix o7 (k) is uniformly power bounded for x € S', and the proof of Proposition
2.3 is complete. It only remains to prove Lemma 2.6... Since it is the first occurence in these notes
of arguments that will appear in several other places, we give a detailed proof of Lemma 2.6. Similar
arguments will be sometimes used as a “black box” later on.

Proof of Lemma 2.6. Let k € 2. From the von Neumann condition, the eigenvalues of the am-

plification matrix split into two groups: eigenvalues on S! and eigenvalues in D. We let z;,...,z,,
denote the pairwise distinct eigenvalues of %7 (k) on S!. The corresponding algebraic multiplicities
are denoted ay,...,q,,. We also introduce the notation ¢ := a; +---+ o,

Let us consider an open neighborhood #  of k and a positive constant § such that for all Kk € #/,
the eigenvalues of &7 (k) belong to one of the following sets:

{CeCl¢—z<d},....{CeC, | —2,[<d},{CeC,[(| <1-30}.

Up to shrinking § and #', we can always assume that these disks do not intersect. Hence the disk
with center z; contains a; eigenvalues of </ (k), the disk with center z,, contains q,, eigenvalues,
and the disk centered at the origin containes N (s + 1) — ¢ eigenvalues.

For x € W, the spectral projector II(x) of &7 (k) on the generalized eigenspace E(x) associated
with eigenvalues in {¢ € C, || <1 — 30} is given by the Dunford-Taylor formula

1

(k) = ——
(%) 207 J{jw|=1-26}

(wI — o/ (k)" dw.
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The projector II(k) depends holomorphically on k € #, and its image has rank N (s + 1) — gq.
Choosing a basis €., 1, ..., €ey(s11) Of the generalized eigenspace E(x), the vectors

H(H) §q+1 R H(H) QN(5+1) )

are linearly independent for x sufficiently close to &, and moreover they belong to F(x). We have
thus constructed a basis (eq41(k), ..., en(s+1)()) of E(x) that depends holomorphically on « for
sufficiently close to & (that is, for all K € # up to shrinking #).

The geometric regularity condition shows that the a; eigenvalues of &7 (k) which belong to the
disk {¢ € C, |¢ — 21| < 0} behave holomorphically on x. Collecting the eigenvalues of <7 (k) which
do not contribute to E(k), there exist some holomorphic functions i, ..., 3, on the neighborhood
W of Kk such that

Vee#, sp(#(k)N{CeC,|(|>1-3}={01(Kk),..., B4(K)}.

The geometric regularity condition also shows that the eigenvalues f5;(k) admit some eigenvectors
e;(r) that are defined holomorphically on the neighborhood #'. To complete the proof of Lemma
2.6, it remains to observe that the vectors ej(k),...,en(s41)(£) are linearly independent, so this
property remains true for all K € #, up to shrinking # once again. We have therefore constructed
the column vectors of the invertible matrix T'(x). Since T and T~! are holomorphic, they are also
bounded up to shrinking #'. O

O

To conclude this paragraph, we show that geometric regularity can also arise as a necessary
condition for stability of a finite difference scheme. In one space dimension, this notion seems to be
central in the analysis of the discrete Cauchy problem and we shall see in the next sections that it
also plays a central role in the analysis of discrete initial boundary value problems. Our result is the
following.

Lemma 2.7. Let us consider the numerical scheme (8), resp. (14), in the scalar case N = 1. If
(8), resp. (14), is stable in the sense of Definition 2.1, resp. Definition 2.2, then the finite difference
operator Q, resp. the operators Q. , is geometrically regular.

Proof of Lemma 2.7. In the case of the one step scheme (8), the amplification matrix o7 (k) in
(11) is a complex number so geometric regularity is trivial. The only coefficient of < depends
holomorphically on x € C\ {0} and the eigenvector is independent of k. We thus turn to the case
of multistep schemes. The proof of Lemma 2.7 relies on a very simple observation which we state
separately since it will be useful later on.

Lemma 2.8. Let M € #,,(C) be a companion matriz, that is

1 0O ... 0
M:
0

0 0 1 0
Then for all eigenvalue A of M, the dimension of Ker (M — AI) equals 1 and the eigensapce is
spanned by the vector (A™ 1, ... A 1T,

The proof of Lemma 2.8 follows from a simple calculation and is omitted. Let us complete
the proof of Lemma 2.7. If (14) is stable, we know that the amplification matrix «7(x) in (16)
is uniformly power bounded for x € S!. Let us now consider a point x € S! for which (k)
has an eigenvalue z € S!. According to Lemma 2.3, we know that z is a semi-simple eigenvalue.
Since Lemma 2.8 shows that the geometric multiplicity of z equals 1, we can conclude that z is a
simple eigenvalue of 7 (k). In particular, the Weierstrass preparation Theorem shows that for x in
a neighborhood of k, &7 (k) has a unique simple eigenvalue 3(x) that depends holomorphically on &
such that §(k) = z. Lemma 2.8 shows that the eigenspace Ker (7 (x) — B(x) I) is spanned by the
vector (B(k)™~ 1, ..., B8(k),1)T which also depends holomorphically on x. We have thus proved that
the operators @, in (14) are geometrically regular. O
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We now show on a series of examples that either Lemma 2.2 or Proposition 2.3 can be used to prove
stability for various well-known numerical schemes. In these examples, we shall also be interested in
giving a precise description of the eigenvalues of o/ (k) near a point £ where the spectrum of o (k)
meets S'.

2.3. The Lax-Friedrichs and leap-frog schemes. The Lax-Friedrichs approximation of (5) cor-
responds to the scheme (8) where
1 A —
+A T4 I-)A
2 2
In other words, the corresponding numerical scheme reads

wir U UM, AA .
Ujﬂz%—T(}’H—U}L—J» JEZ, n>0,

Uj(‘):fja ]EZ

We recall that the CFL number A is a constant that is fixed from the beginning and that stands for
the ratio At/Az. Since A is diagonalizable with real eigenvalues, the result of Lemma 2.2 applies
and stability for (20) is encoded in the von Neumann condition. Letting Aq,..., Ay denote the
eigenvalues of A and letting 7" denote an invertible matrix that diagonalizes A, an easy computation
gives?

T.

p=r=1, Qrr:=

(20)

T~ ot p(ef) T = diag (21(n),...,2n(1)), 2j(n) :=cosn —iA\; sinyg.
In particular, we have
|zj(n)|? = cos® n+ (AX;)? sin®np =1+ [(A\;)? — 1] sin® 7. (21)

It is easy to deduce from (21) that if X satisfies A p(4) < 1, then the von Neumann condition (18)
is satisfied and the scheme (20) is stable. Conversely, let us consider the case where A satisfies
Ap(A) > 1, with for instance A|A;| > 1. For small 7, we compute

1 ()]* =1+ [(AN)* =17 + O(n") .

In particular, there holds |z1(n)| > 1 for all n # 0 sufficiently small. Corollary 2.1 then shows that
(20) is not stable. Summing up our computations, we have proved that the Lax-Friedrichs scheme
(20) is stable if and only if A p(A) < 1.

Let us now fix a constant A > 0 such that Ap(A) < 1. We wish to study the behavior of the
eigenvalues z;(n) near points where these eigenvalues touch the unit circle. A first possible case is
when A satisfies A |\;| = 1 for some index j. Then z;(n) € S for all n € R. Moreover, it is easy
to verify the property z7(n) # 0 in this case. Consequently, the parametrized curve {z;(n), n € R}
coincides with S' and contains only regular points. The second possible case is when ) satisfies
AA\j| < 1. Then (21) shows that z;(n) € S' if and only if € Znw. Furthermore, there holds
2;(0) = —zj(m) = —i A \;. Assuming for simplicity that A is invertible, so that all the eigenvalues \;
are nonzero, the parametrized curve {z;(n), n € R} is an ellipse that is included in the unit disk, and
that meets the unit circle at £1 which correspond to regular points. (When 0 is an eigenvalue of A,
the corresponding eigenvalue of the amplification matrix yields a parametrized curve that describes

the segment [—1, 1], whose contact points +1 with S! are singular points.)

The leap-frog scheme is more or less the most simple approximation of (5) with a two-steps
scheme. It corresponds to the scheme (14) where
—1
s=p=r=1, Quo:=-AA(T-T"), Qyai:=1I.
In other words, the corresponding numerical scheme reads
1 —1 .
U;”r =U" - ANAU}, —-Uy), JEZ, n=>0,
U]Q = ]Q , JEZL, (22)
1 1 ;
Ui =1f;, JEL.
4The reader should be cautious with the notation A which stands for the CFL number and the notation A; which
stands for the eigenvalues of A.
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In this case, the amplification matrix is the block companion matrix

() = (_A(K_I,i—lm é) |

Diagonalizing A and permuting rows and columns, there exists a fixed invertible matrix 7" such that

T ' (k) T := diag <<_)\)\1 (';_K_l) é) s <_)‘)‘N (f_n_l) é)) .

Our goal is first to determine the CFL parameters A for which the von Neumann condition holds.
For a fixed index j and a real number 7, we need to determine the eigenvalues of the matrix

—2iA);sinp 1
1 0/

The eigenvalues are the roots to the polynomial equation
(w+id\; sing)? + (A)\;)?sin®n—1=0. (23)

Let us first consider the case A|A;| > 1. Then choosing 1 = 7/2, there exists one purely imaginary
root of (23) whose modulus equals X |\;| + 1/(A)\;)?2 —1 and the von Neumann condition is not
satisfied. Let us now consider the case A|X;| = 1. Choosing n = 7/2sgn(A\;), —i is a double
eigenvalue and the corresponding 2 x 2 matrix is not diagonalizable. This shows that when A p(4)
equals 1, there exists a non-semi-simple eigenvalue z € S! of <7 f(eiﬂ). Using Lemma 2.3, the scheme
can not be stable.

Eventually, let us show that in the case Ap(A) < 1 the leap-frog scheme (22) is stable. We are
going to apply Proposition 2.3. Since A|A;| < 1, the roots to the polynomial equation (23) are

wi,;(n \/17 (AX)2 sin?n — i A\ sing,  wa (n) \/17 (AX))2 sin?n — i A\ sing.

Both roots w; j,ws ; are real analytic functions, and w; ; — wa ; does not vanish. Furthermore, it
is straightforward to check that both eigenvalues wy j(n),ws ;(n) belong to S for all n € R. Let
K € St. We have already seen that the spectrum of the amplification matrix <7 (k) is included in S*.
The eigenvalues of each matrix
(—)\ Aj(E—r1) 1>
1 0/’

are simple. For k € C in a sufficiently small neighborhood of &, the two eigenvalues and corresponding
eigenvectors of
AN (k—rk7Y) 1
1 0/’

depend holomorphically on k. Collecting the eigenvalues and eigenvectors of each diagonal block in
o/ (k), we have proved that the operators in the leap-frog scheme are geometrically regular when
Ap(A) < 1. Applying Proposition (2.3), we conclude that the leap-frog scheme is stable (and in this
case it is also geometrically regular) if and only if A p(A) < 1. In that case, the parametrized curve
{w1,;(n), n € R} describes part of the unit circle S!, and it has exactly two singular points of order
2 corresponding to the values n — 7/2 € Zw. (The curve parametrized by ws ; has exactly the same
behavior.)

Let us develop here an elementary calculation which shows stability for the leap-frog scheme (22)
when A p(A) < 1. We make the additional assumption that the matrix A is symmetric, and therefore
|A| = p(A). We start from the relation (22), take the scalar product with the vector U;L'H + U;L_l
and sum with respect to j € Z. This yields

DU =D U = = (U NAUR = UR)] =Y (U [NAUR - U]
JEZ JET JEL JEL
Using the symmetry of A and performing a “discrete integration by parts”, we obtain

Z‘Un+1 2 Z'Uﬂ 1|2 Z [/\A anjll anjll)]* an _ Z(anfl)* [)\A( o Unil)] ]

JEZ JEZL JEZL JEZ
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FIGURE 1. Left : parametrized curves of eigenvalues for the Lax-Friedrichs scheme
(20) (the unit circle in black, the eigenvalue curve for A |)\;| = 0.8 in red, and the
eigenvalue curve for A |\;| = 0.5 in blue). Right : parametrized curves of eigenvalues
for the leap-frog scheme (22) (the unit circle in black, the eigenvalues curves for
A|Aj] = 0.8 in red and blue).

We use the latter relation for both cases n odd and n even, and sum the corresponding two equalities.
Using new indeces and summing with respect to n, we obtain

SO D U =S P =)

JEZ =/ JEZ JEZ
= Z [)‘A(Uygffrl - szflJrl)]* szn o Z P‘A( j1+1 - 1’171)]* fJO
JEL JEZ

Applying Cauchy-Schwarz inequality and collecting terms, we obtain

(L= XA DU P+ U2 < (L4 MAD DO IFP+ 11
JEZ JEz
Multiplying by Az, we have thus proved stability for (22) under the assumption that A is symmetric
and satisfies A p(A) < 1. Of course, this “energy method” based on integration by parts does not
predict instability in the case A p(A) > 1, neither does it give information about the behavior of the
eigenvalues of the amplification matrix.

For the Lax-Friedrichs and leap-frog schemes, we have focused on the description of the parame-
trized curves {z;(n)}, where z;(n) is an eigenvalue of the amplification matrix <7 (e”). In these two
examples, the eigenvalues can be parametrized globally by smooth periodic functions of n € R. Such
curves are represented in Figure 1. The following paragraph will give examples of numerical schemes
for which the eigenvalues can still be parametrized globally but the associated parametrized curve
can have a more complex behavior than above. It is important to understand which are the possible
behaviors for these curves since these observations will play an important role in Section 3.

2.4. The Runge-Kutta schemes or how to produce singular points of even order. In this
paragraph we follow [9, chapter 6] and introduce a class of high order numerical schemes based
on the Runge-Kutta approximation for ordinary differential equations. The general method is the
following: we start from (5) and first introduce a discretization of the space variable (this is usually
called semi-discretization). This amounts to introducing a space step Az > 0 and approximating
the solution u(t, z) to (5) by a sequence of function (v;(t)),ez where for all j € Z, v;(t) represents an
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approximation of u(t, j Az). One example is obtained by observing that for all sufficiently smooth
function f, there holds

2 1 o 4
3. () = f(=e) = 52 (f(2e) = f(=2¢)) = f1(0) + O(7).-
Then the Cauchy problem (5) can be approximated by the semi-discrete problem®

. 2 1 .
1)]':—EA(’U]'+1—Uj,1)+@A(Uj+2—Uj,2), ]GZ,tZO,

v;(0) = f(j Az), JjEZ.
The latter problem is a linear (infinite) system of ordinary differential equations for which we can
apply the fourth order Runge-Kutta integration rule® with time step At = A Az (recall that the CFL

number ) is a fixed constant). The following observation follows from a straightforward computation:
for a linear ordinary differential equation

X=LX, X(0)=Xo,
the fourth order Runge-Kutta method reads
4
(At L)k
Xnp1 =) o Xn-
k=0

Applying this rule to the above linear system for the v;’s, we obtain the following fully discrete
approximation for (5):

4 ~\ k
AAQ)
urtt — (7UTL, jeZ,neN, ~ 2 1
’ kzzo T A Qi=—3(T-T )+

_— . 12
J f]? ]e bl

The scheme (24) can be written under the form (8), (9) with p = r = 8. Our goal is now to
determine the values of the CFL number A for which the scheme (24) is stable. Applying Lemma
2.2, we already know that it is sufficient to verify the von Neumann condition. Once again, we let
A1, ..., An denote the (real) eigenvalues of A, and we compute the eigenvalues of the corresponding
amplification matrix & by diagonalizing A. The eigenvalues z1(n), ..., 2x(n) of &7(e!") are given
by

(T2 -T7%). (24)

1 i ¢ sin
Vi=1,...,N, zj(n)zzi()\)\qu», q(n) == —i n(4—cosn).

£! 3
=0
The modulus of z;(n) is computed by using the fact that ¢(n) is purely imaginary, and we obtain
N R OO ) AR SEEN O DV ) Y o B
5l =1- S ne (1= P2 h2) | h) = sinn (4 —cosm). (25)

It follows from (25) that the scheme (24) satisfies the von Neumann condition if and only if
Ap(A) maxg |h| < 6v/2. The maximum of |h| on R can be explicitely computed (!) by study-
ing the variations of h and we obtain

V6 |/ 3
mﬂgx|h|:<3+2> \[_5

The maximum value for A p(A) that ensures stability equals approximately 2.06. The reader can
check that |h| attains its maximum for n+ng € Z 2 7 where 1 is uniquely determined by ng € |7/2, 7|
and cosng =1 — 4/3/2.

We now wish to analyze the behavior of the parametrized curve {z;(n), n € R} according to the
possible values of A A;. For simplicity again, we assume that 0 does not belong to sp(A). Let us
first consider the case where A|);| maxg |h| < 6+/2. Then it follows from (25) that z;(n) belongs
to S' if and only if € Zm. Moreover, there holds z;(0) = z;(7) = 1, 2{(0) = —iA); # 0 and

5Here we use the rather standard “dot” notation for the time derivative in an ordinary differential equation.
6We refer to [20] for an introduction to the discretization of ordinary differential equations.
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FIGURE 2. Left : parametrized curves of eigenvalues for the Runge-Kutta scheme
(24) (the unit circle in black, the eigenvalue curve for A |\;| maxg |h| = 62 x
0.8 in red, and the eigenvalue curve for A|)\;| maxg |h| = 6+/2 in blue). Right :
parametrized curves of eigenvalues for the Runge-Kutta scheme (27) (the unit circle
in black, the eigenvalue curve for A |\;| My = 31/3/4 in red and the eigenvalue curve
for A |\;| M; = /3 in blue).

2i(m) = 5iA\;/3 # 0. Consequently the curve {z;(n), 7 € R} has one regular contact point with
the unit circle (this point is attained in two different ways but each time it corresponds to a regular
point). An example of such a curve is depicted in red in the left picture of Figure 2. The unit circle
is depicted in black.

Let us now consider the more interesting case where A |A;| maxg |h| = 6 v/2, and let us even further
assume \; > 0, the case \; < 0 being entirely similar. The formula (25) shows that z;(n) € S! if and
only if n € Zm or n+mo € Z2m. As above, we compute z;(0) = z;(7) = 1, 2;(0) = —i A \; # 0 and

!/

2i(m) =5iA\;/3 # 0. We also compute 2} (£m0) = 0 since h'(£n0) = 0. An elementary calculation

yields the relations

1 .2V2 ” _ 212
Pl
3 37

zj(no) = zj(=mo) = —5 + zj (o) = 2 (=m0) = AA; K" (o) | =5~ + Z) . h'(mo) <0.

The points zj(£n) are singular points of order 2 on the curve {z;(n), n € R}. Moreover, there
exists a constant ¢ > 0 such that for all 5 close to 7, there holds

2i ()] =1 —c(n—mn0)* +o((n —1m0)%),
and there is a similar behavior in the neighborhood of —179. The curve parametrized by z; is depicted
in blue in the left picture of Figure 2.

The scheme (24) gives an example for an eigenvalue z; of the amplification matrix such that
the curve {z;(n), n € R} has a singular contact point of order 2 with S' and this curve is not
included in S* (as was the case with the leap-frog scheme). As a matter of fact, it is now not so
difficult to generalize the example (24) in order to give an example of a stable scheme which produces
some eigenvalues whose corresponding parametrized curves have a singular contact point with S' of
arbitrarily large even order. Moreover these parametrized curves will not be included in S*. Let us
detail how this generalization can be performed.

Let us consider an integer J € N that is fixed once and for all. Then we define the numbers
Cyrh

V]‘:O,...7J, q]:m,

(26)
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where C* denotes the binomial coefficient. Using these numbers, we define the following finite
difference operator (we feel free to use similar notation as above)

J
G:= 3 g (T2 -2
j=0
This operator is constructed as an approximation of the space derivative d,. Indeed, the properties
of the binomial coefficients show that for all sufficiently smooth function f, there holds

J
> a (f(A+25)e) — f(=(1+25)e)) = f'(0) + O(?).
j=0

We now consider the Runge-Kutta integration rule of order 3 for the linear system of ordinary dif-
ferential equations obtained after semi-discretizing the space derivative d, by means of the operator
Q/Ax (we recall that A still denotes the CFL number At/Az)”. This procedure gives the fully
discretized scheme
S (-2AQ)"
Uptt=> *———"U}, j€Z,neN,
k=0

UJO = fj s JEZ.
For the scheme (27), we have p = r = 3(1 4+ 2.J), and applying Lemma 2.2 again, stability is
equivalent to the von Neumann condition. The latter condition is verified by diagonalizing the
matrix A. The eigenvalues z;(n) of the amplification matrix <7 (e’") are given by

(27)

a0 =1 Q2 —ixng ) (1= B2 )
_ " 2, sn((2i 4 1)), &
We compute o
il =1- 2 e (1- B3 a2

so stability of (27) is equivalent to the condition A p(A) maxg |h| < v/3. The main properties of the
function h are summarized in Lemma 2.9 below.

Lemma 2.9. Let the numbers q; be defined by (26) and let h be defined in (28). Then h is odd and
satisfies

VneR, h'(n)=-cos>/Tly.
The function h vanishes exactly for n € Zxw. The mazimum of h on R, that we denote My, is
positive and is attained when n—m/2 € Z2w. The minimum of h on R equals —M, and is attained
whenn+ /2 € Z2.

Proof of Lemma 2.9. It is clear that h is odd, and we now differentiate h using the expression (26)
of the g;’s, obtaining
12

J

J—j 1

h/(ﬁ):2 E, 5741 cos((25 +1)n *27 E 5041 cos((2J +1—25)n)
=0 =0

REAY in 4 amin 2IH
— o X Gy sl +1-2g)0) = e (SEED) T oy,

§=0

where we have first changed j for J — j, and then used the symmetry of the binomial coefficients.
It follows that h behaves exactly as the sine function: h vanishes at 0, is increasing on [0, 7/2],

attains its maximum at 7/2, is decreasing on [7/2,37/2] and vanishes at 7, attains its minimum at

37/2, and so on. O

"We could have used again the Runge-Kutta integration rule of order 4 as in the preceeding example, but we
propose this new example to convince the reader that there is a very wide choice of approximation procedures.
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Remark 2.3. The value of My in Lemma 2.9 coincides with the Wallis integral foﬂ/Q cos? 7+ ndn,
that is 227 (J1)2 /(2 J +1)!. Since M tends to 0 as J tends to +00, we see that the range of stability
Ap(A) € [0;4/3/M;] for the scheme (27) is getting larger and larger with J going to 4+0co (meaning
that for large J, the CFL number \ can be chosen large).

We now analyze the behavior of the curve {z;(n) n € R}, dealing first with the easier case
Al My < /3. We also assume that 0 does not belong to sp(A) for simplicity. Then z;(n) € St if
and only if n € Z, and we compute z;(0) = z;(7) = 1, 2;(0) = % = —iA\; # 0. The contact
point with the unit circle is a regular point, as can be seen in the right picture of Figure 2 (red
curve).

Let us now assume that the CFL number is chosen such that AX; M; = V3 (we consider the
case \; > 0). Then Lemma 2.9 shows that z;(n) € S! if and only if n € Zn/2. We still have
zj(0) = z;j(m) = 1, 25(0) = z(m) # 0, and we focus from now on on the behavior of z; near n = /2.
We first compute z;(7/2) = —1/2 —i1/3/2. Using Lemma 2.9, we also have

B(r)2)=---=h%T*(x/2) =0, R (1/2)=—(2]+1).
Performing a Taylor expansion in (28), we obtain

2 = *% - ? + 2?22 (\/5 ;) (n—m/2)*"*2 4+ 0((n—7/2)*713).

In particular, z;(m/2) is a singular point of order 2 J 4 2 and we have
3
() =1 — 2 (p— p/2)2TH2 /)2 742y

The behavior of the curve parametrized by z; near n = —n/2 is similar (it is just obtained by a
complex conjugation). We refer to the right picture in Figure 2 for a representation of this curve
with two singular points of high order®.

2.5. Multisteps schemes or how to produce singular points of odd order. In this paragraph,
we are going to construct an example of a scheme of the form (14) with s =1, r = 3, p = 4, that is
stable as long as A p(A) < 1, that is geometrically regular and such that in the case A p(A) = 1, one
of the parametrized curves associated with eigenvalues of the amplification matrix has a singular
contact point of order 3 with S'. This example is mainly constructed in order to convince the
reader that singular contact points of odd order do exist | However the reader should keep in mind
that the scheme defined below is probably useless for practical applications, as was the case for the
scheme (27). Its interest is purely theoretical. As it will appear below, it is not so straightforward
to construct such an example, or at least we have not found - despite repeated efforts - an easier
construction.

We start from (5), semi-discretize the space variable by means of a finite difference operator,
leading to the system of ordinary differential equations

1

Az
Then we apply the Adams-Bashforth quadrature rule of order 2. The numerical scheme thus reads

Uj

AQﬁUj7 JEZ.

3 1
Uf*lef+)\<2AQﬁUf—2AQﬁUf1) . €T, n>1,

(29)
U=, U=t jez.
We choose the finite difference operator @y of the form
4
Q= > T,
=—3

80f course, when one only considers the curve and not its parametrization, it is impossible to distinguish between
a singular point of order 2 and a singular point of order 2 J + 2. The two pictures in Figure 2 look similar even though
the right picture represents a more degenerate situation.
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where the real numbers q_3s,...,qq are defined as the unique solution to the linear system
1 1 1 1 1 1 1 1 q—3 0
-3 -2 -1 0 1 2 3 4 q—2 -1
9 4 1 0 1 4 9 16 q-1 1
-1 1 -1 1 -1 1 -1 1 @ | | -1
3 -2 1 0 -1 2 -3 4 a | | O (30)
-9 4 -1 0 -1 4 -9 16 Q2 0
27 -8 1 0 -1 8 -—-27 64 q3 -1
—-81 16 -1 0 -1 16 —81 256 q4 1

The first two rows of the linear system (30) ensure that for all smooth function f, there holds

4
Z q f(le)=—f"(0)e+o(e),
£=-3
so (29) is really an approximation of (5). The reader can easily check either by hand made calcula-
tions or on a computer that the matrix of the above linear system is invertible so the scheme (29)
is well-defined. The amplification matrix of (29) is given by the formula (16). Diagonalizing A and
permuting rows and columns, there exists an invertible matrix 7" such that for all € R, there holds

() = diag ((1 + 3?1 q(n) —A;; q(n)) . (1 + 3A21/\N q(n) —A;\Z q(n))) ,

4
a(n) ==Y qe'n.

{=-3

The function ¢ satisfies
q(o) = 07 q/(o) = _i7 q//(o) = _15
gr)=-1, ¢(m=4q"(m=0, ¢V(m) =i, ¢ =1, (31)

as can be checked by using (30).

We now wish to determine the CFL numbers X for which the scheme (29) is stable. More precisely,
we are going to show that if all eigenvalues of A are nonnegative and if A p(A) < 1, then the operators
in (29) are geometrically regular and the amplification matrix of (29) satisfies the von Neumann
condition. This will enable us to apply Proposition 2.3 and deduce stability for (29). We shall need
the following preliminary result.

Lemma 2.10. The mapping
2k(k—1)
3k—1 "~
is injective and thus defines a closed simple curve € C C ~ R2%. The interior .% of € is a strictly
convez region that contains the segment | — 1,0[. Moreover, 1 belongs to the exterior of €.

k€St —s

Proof of Lemma 2.10. We consider the mapping
9 ei 0 (eie _ 1)
3etd —1
Direct computations yield y(0) = y(£n) = 0, and £y() > 0 if £0 €]0,7[. Furthermore, z is
increasing on [—m, 0] and decreasing on [0,7]. These properties imply that € is a simple closed
curve (see Figure 3 for a representation of ¢’). The reader can also check that (2/)% + (3/)? does not
vanish so every point of € is regular.
The interior of & is well-defined thanks to Jordan’s Theorem. It is strictly convex provided that
the curvature of ¥ is nonnegative and vanishes at finitely many points. This amounts to proving

that ' y"” — 2"y is nonnegative and vanishes at finitely many points. We compute

Z‘/(G) y//(o) - 33”(0) y/(e) = ° (1 - X()5(3—)§X_)33X = 4) X=cos 6 Z 07

0e|-n,7|—

= 2(0) +iy(6).
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so Z is strictly convex. a
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FIGURE 3. The curve € (black line), and the curve {AX; ¢(n),n € R} for A\; =
1/4, AXj =1/2 and A \; =1 (red dots). The crosses represent the points —2/9 £

i4+/2/9.

The following Lemma explains the link between the curve € and stability of the scheme (29).

Lemma 2.11. Let us assume that for allm & Zw, q(n) € &, where the region & is defined in
Lemma 2.10. If all eigenvalues of A are nonnegative and if furthermore A p(A) < 1, then the scheme
(29) is stable.

Proof of Lemma 2.11. e Let us start with the following simple observations. The matrix

M(a) == (1 + ?{a/2 —%/2)

has at least one eigenvalue in S' if and only if o € ¥. By a connectedness argument, this means
that for « € &, M («) has two eigenvalues in D (just look at the case « = —1/2). If « belongs to the
exterior of €, then M («) has one eigenvalue in I and one eigenvalue in % (look at the case a = 1).
Moreover, M(a) has a double eigenvalue if and only if & = —2/9 £44+/2/9, and in that case the
double root belongs to D. If o € ¢, then M () can not have two distinct eigenvalues on S* (use
Lemma 2.10) so M (a) has exactly one eigenvalue in D and one eigenvalue on S'. If we summarize,
the eigenvalues of M («a) belong to the closed unit disk provided that « belongs to % U %

e According to the reduction of the amplification matrix, the von Neumann condition will be
satisfied if for all eigenvalue A; of A and for all n € R, the eigenvalues of M(A\; ¢(n)) belong to
the closed unit disk. We compute ¢(0) =0 € € and ¢(7) = —1 € €, so for all n € R, there holds
q(n) € 4 UE thanks to the assumption of Lemma 2.11. The convexity of .# shows that under
the CFL condition A p(A) < 1, there holds AX;¢(n) € & UE. (Here we have used the fact that
eigenvalues of A are nonnegative.) Using the above observations, we conclude that the eigenvalues
of the matrix M (A A ¢(n7)) belong to the closed unit disk. Consequently the von Neumann condition
is satisfied.

e It remains to show that the amplification matrix satisfies the geometric regularity condition
stated in Definition 2.3 and we shall be able to apply Proposition 2.3 to conclude. Using the
diagonalization of <7 (e'") in blocks of the form M(A);q(n)), we already see that it is sufficient to
prove a geometric regularity condition on each 2 x 2 block. Moreover, the exponential is locally



26 JEAN-FRANCOIS COULOMBEL

a biholomorphic diffeomorphism so working in a complex neighborhood of some k = €' € S! is
equivalent to working in a complex neighborhood of i € R.

Let us first consider the case AX; < 1. The strict convexity of .# shows that A, ¢(n) € €
if and only if ¢(n) € Z27. For n = 0, the eigenvalues of M(0) are 0 and 1, so 1 is a simple
hence geometrically regular eigenvalue of M (A ¢(n)). If we consider the case A\; = 1, we have
AXjq(n) € € if and only if ¢(n) € Zn. For n =, the eigenvalues of M(—1) are —1 and 1/2 so —1
is also a simple hence geometrically regular eigenvalue of M (A A; ¢(n)). The proof of Lemma 2.11 is
complete. O

Figure 3 gives some numerical evidence that the curve {q(n), n € R} remains within the interior
of €. However, we must confess that we have not been able (or not brave enough) to find a complete
proof of this fact. As such, stability of (29) under the appropriate CFL condition remains an “if
result”.

Let us focus on the behavior of the eigenvalues of the block M (g(n)), assuming that AX; = 1. As
we have seen in the proof of Lemma 2.11, M(g(n)) has an eigenvalue on St if and only if n € Z«. If
n =0, 1 is a simple eigenvalue whose Taylor expansion near n = 0 reads (use the relations (31))

2) =1 —in—n? +ol?), |2 =1 50 +o(r?).

If n = m, —1 is a simple eigenvalue whose Taylor expansion near n = 7 reads (use the relations (31)
again)
21 1 1
)= 14+ 2 (= m + 5 =) Holln =), =)l =1~ 55 (n-m)* +ol(n—m)").

In particular, the above Taylor expansions show that for all 77 # 0 sufficiently small and for all nn # 7
sufficiently close to , the eigenvalues of M (q(n)) belong to D. Furthermore, the eigenvalue curve
passing through —1 has a singular contact point of order 3. We refer to Figure 4 for a representation
of the spectrum of M (q(n)), that is for the case A\; = 1.

0.4F

02

LB

08

FIGURE 4. The eigenvalues of M (q(n)) in red and the unit circle in black.

2.6. A few facts to remember in view of what follows, and a (not very interesting)
conjecture. We try to summarize here a few facts that should be kept in mind since they will play
an important role in the following Section. The von Neumann condition is only a necessary sufficient
condition for stability. However, in one space dimension, the geometric regularity condition for the
amplification matrix is more or less always satisfied. This is rather clear for one step schemes (s = 0)
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since usually the matrices A, can be simultaneously diagonalized. For multistep schemes as the leap-
frog scheme, this is a little less obvious but it can usually be checked by rather simple arguments.
The main advantage of the geometric regularity property is that it characterizes stability by means
of the von Neumann condition, thus ruling out pathological Jordan blocks.

The main difference between the theory of hyperbolic partial differential equations and their
discrete counterparts lies in the behavior of eigenvalues of the amplification matrix. For the contin-
uous Cauchy problem, one passes from @(0,&) to u(At,§) through a multiplication by the matrix
exp(—i At& A), see (7). In particular, the eigenvalues of the ezact amplification matrix belong to
S! for all frequency &. On the Fourier side, this property shows that modes associated with any
frequency are not damped so that the L? norm of the solution is conserved (at least up to an ap-
propriate change of unknown that diagonalizes A). At the discrete level, the eigenvalues of the
amplification matrix are not necessarily located on S! since they can also belong to . Eigenvalues
in D correspond to an exponential damping as what happens more or less for parabolic equations.
In order to have the lowest dissipation, the eigenvalues of the amplification matrix should remain as
close as possible to S' (compare for instance the two pictures in Figure 2 and guess which scheme
dissipates less).

What makes the situation for discrete problems far more complicated is that for high frequencies,
eigenvalues of the amplification matrix may approach S' again. (For consistent schemes, there is
always a group of eigenvalues located at 1 for 7 = 0.) This may give rise to singular contact points
that are analogous to glancing frequencies in the theory of partial differential equations. Here, such
glancing frequencies are also associated to some kind of dissipation phenomenon. We refer to [25]
for some more details on this issue. The previous examples were given in order to show that many
possible singular contact points may appear. As a matter of fact, our conjecture is the following: if
we consider for simplicity the scalar transport equation

Ou+0,u=0, u(0,2)=f(z),

and if we consider two integers m; € N, msy € N such that m; > 0 and 2mo > my, then there exists
a stable and geometrically regular numerical scheme such that there exists one eigenvalue curve
defined in the neighborhood of some 7 € R and satisfying

z)=z+am—n"™ +o((n—m™), lz(n))=1=cln—n)>"+o((n—n)>"),

where z € St, a € C\ {0} and ¢ > 0. Of course, the numerical scheme should also be consistent with
the transport equation in order to be meaningful. The examples above show that the conjecture is
true at least for my = 2msy as well as for m; = 3 and my = 2. We do not think however that this
conjecture is really meaningful from a mathematical point of view. Our message is the following: if
we wish to develop a general stability theory that covers all “reasonable” numerical schemes in one
space dimension, then geometric regularity is not a strong assumption but the price to pay is the
appearance of infinitely many possible singular contact points with S! corresponding to the above
Taylor expansions. Such glancing/dissipative frequencies do not appear in the analogous theory for
partial differential equations, see for instance [2, chapter 4].
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3. FULLY DISCRETE INITIAL BOUNDARY VALUE PROBLEMS: STABILITY WITH ZERO INITIAL DATA

3.1. Finite difference discretizations and strong stability. From now on, we consider the
continuous problem (1) which we discretize by means of a finite difference scheme. Let us assume
that we have already chosen one discretization of the hyperbolic operator, as in Section 2, and that
this scheme involves r points on the left and p points on the right, see (9) or (15). Here the space grid
is not indexed by Z anylonger since we consider a problem on a half-line. Up to using a translation
on the indeces, we can always assume that the space grid is indexed by {j € Z, j > 1 —r}. This
means that the solution u to (1) is approximated by a sequence (U}') defined for j > 1 —r and
n > 0. If the initial condition (U f)jzl_r is known, then we can not apply the discretization of the
hyperbolic operator at points j = 1—r,...,0 because this would require using some values U} with
¢ < —r. Consequently, a discretization of (1) must involve (i) one discretization of the hyperbolic
operator to be used at the grid points j > 1, and (ii) one way to discretize the boundary conditions
to be used at the grid points j =1 —r,...,0. As we have already seen in Section 2, there are many
possible choices for discretizing the hyperbolic operator and the reader will no doubt imagine that
there is also a wide choice of possibilities for discretizing the boundary conditions. We do not aim
here at considering the most general schemes but we shall try nevertheless to encompass a wide class
of discretizations, both in terms of the hyperbolic operator and in terms of the boundary conditions.
Some rather simple examples are given in the following Section. More examples may be found in
[10] and [9, chapters 11, 13] as well as in the references cited therein. In the examples that we
shall detail in these notes, we shall see that discretizing the boundary conditions is not especially
difficult in one space dimension since one can then separate incoming from outgoing characteristics.
Achieving high order approximation together with stability is however more delicate.

After this short introduction, let us now introduce the finite difference approximation of (1). We
let Az, At > 0 denote a space and a time step where A = At/Ax is a fixed positive constant, and
we also let p, ¢, 7, s denote some fixed integers. The solution to (1) is approximated by a sequence
(U]") defined forn € N, and j € 1 —r+N. For j =1—r,...,0, the vector UJ' should be understood
as an approximation of the trace u(n At,0) on the boundary {x = 0}, and possibly the trace of
normal derivatives. For instance, in the case r = 1, there is one grid point in the discrete boundary,
and U}’ is an approximate value of u(n At,0). In the case r = 2, there are two grid points in the
discrete boundary: UJ is still an approximate value of u(n At,0) and the scheme can be built in
such a way that (U — U™;)/Ax is an approximation of d,u(n At,0). In some sense, the integer r
can give a measure of the order of approximation at the boundary. (It is rather clear that with only
one grid point in the discrete boundary, one will hardly reach an approximation of order 10...) The
boundary meshes [j Az, (j + 1) Az[, j =1—r,...,0, shrink to {0} as Az tends to 0, so the formal
continuous limit problem as Az tends to 0 is set on the half-line RT. In these notes, we consider
finite difference approximations of (1) that read

UMttt =>"Q. UM "+ AtFr,  j>1, n>s,

o=0
S
. 32
U;l+1:ZBj,UUf’_”+g;"+l, j=1-r,...,0, n>s, (32)
o=-—1
an: T, j>1—r, n=0,...,s,
where the operators @), and B;, are given by:
P q
Qo= Y Ao T, Bj,:=> B, T (33)
t=—r £=0

In (33), all matrices Ay 5, By ;.o belong to .#n(R) and are independent of the small parameter At,
while T still denotes the shift operator as in Section 2. Let us emphasize that we deal here with
explicit schemes for simplicity. If the solution is known up to the time index n > s, then the scheme

first determines U ;“Ll for j > 1 by applying the discretization of the hyperbolic operator. Then the

scheme determines the values U {’frl, ceey SLH by applying the operators B, ,. We believe that most

of the arguments below can be adapted to some implicit discretizations as in [10].
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In Section 2, we have studied the stability of fully discrete hyperbolic equations on the whole real
line. Stability for a numerical scheme had been defined in order to reproduce the energy estimate
(6) that was known to hold for the continuous problem. The definition of stability for (32) follows
the same approach, except that here we wish to study the sensitivity of the solution with respect to
three possible source terms: the interior source term (F7'), the boundary source term (g7') and the
initial data fO,..., f°. We shall in some sense cut the problems into two pieces and deal first with
the case of zero initial data. Nonzero initial data will be considered in Section 5. For zero initial
data, an appropriate notion of stability was introduced in [10]:

Definition 3.1 (Strong stability [10]). The finite difference approzimation (32) is said to be strongly
stable if there exists a constant Cy such that for all v > 0 and all At €]0,1], the solution (U}') of
(32) with fO = ... = f% =0 satisfies the estimate:

p
77&7“ SN atazer A e+ N 3T Aten 2

nzstl j>1-r n>s+1 j=1—r
At +1 0
<o | S S ey TS el

v n>s j>1 n>s+1 j=1-r

In Definition (3.1), the stability estimate (34) should be understood as follows: if the source terms
(F7'), (g7) are such that the right hand-side of the inequality is finite, then the solution (U}') should
satisfy the latter inequality and the constant Cj is independent of v > 0 and At €]0, 1]. If the source
terms are such that the right hand-side of the inequality is infinite, then (32) still uniquely defines
a sequence (UJ') but we do not require this solution to satisfy anything. The terminology “strong
stability” is used to emphasize that the solution is estimated in the same norm as the data. Here
there are an interior source term and a boundary source term so the natural requirement is to ask
for a control of U in the interior domain and a control of the “trace” of U. To be completely honest,
we should warn the reader that Definition 3.1 above is not exactly the notion of strong stability
introduced in [10]. The difference is the following. In [10], the authors considered in the left-hand
side of the inequality the term

0
>3 At
n>s+1 j=1-r

in order to estimate the trace of the solution (U') while here we make the sum run from 1 —r
to p. This modification is motivated by the results of the following paragraphs where we wish
to characterize - as easily as possible - strong stability by means of an estimate for the so-called
resolvent equation. Such a characterization is easily proved if we consider this slightly stronger
notion of stability, while we have not been able to fill the gap in [10] with their weaker notion. But
this does not so much matter since we show a better property on the solution that what appeared
in [10].

There are two ways to remember the stability estimate of Definition (3.1), and to understand why
the various weights involving v and At are meaningful. Studying first the limit At — 0, we should
recover formally an energy estimate for the continuous problem (1). Indeed, if we let formally At
tend to 0, assuming that all quantities have a limit, we obtain

7// e’27t|u(t,x)|2dtdx+/ =27 u(t, 0)2 dt
Rt xR+ R+
1
gco{ // e*W\F(t,x)thdH/ e27t|g(t)|2dt}.
0 R+ xR+ R+

The latter energy estimate is known to hold for solutions of (1) with zero initial data as soon as the
well-posedness condition (4) holds. This can be checked by using the formulae (2), (3). Of course,
the above limit is completely formal since there is already some problem with the size of the source
terms on the boundary: in (32), the vectors g7 belong to RN while, for the continuous problem (1),
g(t) belongs to R?, and in general p is strictly smaller than N. However, the above formal limit
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shows the link between the energy estimate for (1) and the stability estimate (34) of Definition 3.1.
We also note that in the first sum on the left-hand side of (34), the factor At Az is the measure
of the mesh [n At, (n + 1) At[x[j Ax, (j + 1) Az[ so the sum represents an L? norm in the variables
(t,z) of a piecewise constant function. All other sums in (34) represent L? norms in ¢ or in (t,z) as
well.

Another interesting observation is to consider the limit v — +oo in (34). At a formal level, the
term exp(—2~m At) is negligible with respect to exp(—2vyn At) for m > n. Multiplying (34) by
exp(2y (s + 1) At) and letting 7 tend to +oo (recall that the initial data vanish), the scheme (32)
should verify

1 P 0
N STOAtAC|UST P+ DT AUTTIP < Co At Y AtAz|FFP 4+ D AtlgitTP
j>1l—r j=1-r j>1 Jj=1-r
or equivalently
1 a 1 .
s+1 s+1 s s+1
T2 T D TP < Coq 3 AR Y I+ Y g
j>1-r j=1-r i>1 j=1—r
Such an estimate can be easily deduced from (32) with U% = ... = U® = 0.

Remark 3.1. The estimate (34) can be made independent of At by simply observing that in (32),
the small parameter At appears only in the source term At F}'. One easily sees that strong stability
for (32) is equivalent to requiring that the solution (U') to

S
Uptt =3 Q. U7 + Fr, i>1, n>s,
cf—sO
_ . 35
Uttt = 3 Bjo U +gf™, j=1-r...,0, n>s, (35)
o=—1
UJ":O’ jZl—T, TLZO,-.-,S,
satisfies the estimate
~ P
-2 2 -2 2
y+1 Do MU Y Y ey
n>s+1 j>1—r n>s+1 j=1—r
y+1 0
SCQ—= D03 e L T 3T e g P e (36)
v n>s j>1 n>s+1 j=1-r

for all v > 0 and a constant C' that is independent of . In other words, one can always assume
At =1 (and Ax = 1/\) when checking strong stability.

In the following paragraph, we shall explain how strong stability can be characterized by means
of an estimate for the so-called resolvent equation. This characterization relies on the Laplace
transform. The strategy is entirely analogous to the analysis for the continuous problem, see [2,
chapter 4].

3.2. The nomal modes analysis and the Godunov-Ryabenkii condition. The resolvent equa-
tion is obtained by formally looking for solutions to (32) of the form U}* = 2" Wj, z € C\ {0}. The
source terms in (32) should have similar expressions. Of course, this is a formal procedure since such
sequences do not satisfy U® = --- = U® = 0, while we are restricting here to the case of zero initial
data! Solutions to (32) should be thought of as superpositions of such elementary solutions that we
call normal modes (this is the same strategy as in Section 2 when we performed some plane wave
analysis by looking for solutions to (8) under the form of pure oscillations). Plugging the expression
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U = 2" Wj in (32) yields a system of the form

S
Wj_zzigilQUWj:FjW ]217
=P (37)
Wj*ZZiailij-Wl:gj, j=1—17r...,0,
o=—1
where we do not wish to make the expression of the source terms precise since it would be useless.
Our goal here is to characterize strong stability for the scheme (32) in terms of an estimate for
the solution to the resolvent equation (37). The main advantage for doing so is that studying (37)
has reduced the dimension since time has been replaced by one complex parameter. For clarity, we
shall divide some of the arguments below into several intermediate results. The main results are
summarized at the end of this paragraph for future use. Our first main result is

Theorem 3.1 (Gustafsson, Kreiss, Sundstrom [10]). Assume that the scheme (32) is strongly stable
in the sense of Definition 3.1 with a constant Cy > 0 such that (36) holds. Then for all z € %, for
all (Fy) € 02 and for all vectors g1y, ...,go € CV, the resolvent equation (37) has a unique solution
(W;) € 2 and this solution satisfies

0
2] -1 - ||
ST+ Y (WP <4G STIEP+ > gl g - (38)

Al 5, P 2l -1 5 P

The proof of Theorem 3.1 relies on two preliminary results, which we prove now.

Lemma 3.1. For all x > 0, there holds

z et —1 9 x
1+~ e ~ 14a’
or equivalently
11+x< e” <1+£L‘.
2 z T e-17 z
Proof of Lemma 3.1. The inequality
x e’ —1
1+2 ~ e '’

is easily seen to be equivalent to e* > 1 + z, and this inequality follows from the power series
expansion of the exponential function.
On the other hand, the inequality

e’ —1 x
S 2 )
e* 1+z
is equivalent to (x — 1)e® +x + 1 > 0. The latter function of = vanishes at 0 and is increasing on
R* so the result follows. O

Lemma 3.2. For all v > 1, we define the function p, on R by

v—1
1 .
VQER, p,,(@) ::W E eilka.
k=0

Then the sequence (p,) satisfies the following properties:
(i) For allv > 1, p, is 2mw-periodic and
1 ™
27
(ii) For all o €10, 7/2], there holds

pu(6)2d0 = 1.

—T

lim lp,(0)?d0 = 0.

—
v——+400 o
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(iii) For all continuous function H on R verifying supyeg(1 + 6%) |H(0)| < +o0, there holds

o ) W
lim —/RH(Q)|,0V(9)| a0 =" H(2kn).

votoo 2w kEZ

Proof of Lemma 3.2. e The proof of property (i) follows from a straightforward computation:

™ v—1 ™
/_ﬂlpu(9)\2d9:% > /_Tre“’“*‘“z)@de:%.

k1,k2=0
e For a €]0,7/2] and 6 € [a, 7], we have
1 _e—iue
1—e i

lpu(0)] =

1 < 2 < 2/\/v if 6 € [r/2,7],
N - ﬁ\/(l—cos9)2+sin29 “|2/(Vvsina) if 6 € [a,7/2].
Property (ii) follows by integrating the latter inequalities.

e Let us first observe that both the integral on R and the sum over Z in property (iii) are
well-defined thanks to the assumption on H. Moreover, property (i) gives

1 (2k+1)w )
<L /( [H(9) — H(2 k)| |, (6)[2 6.

s
kez 2k—1)m

A= |5 [ HO o) a0~ 3 k)

kEZ

Our goal is to show that the sequence (A,),>1 converges towards 0. Let therefore £ > 0. We first
note that there exists an integer K., that is independent of v, such that

1 (2k+1)w
vz, oo / H(0) — H(2 k)| |po(0)2d6 < <
™ k> K. 2k-1)m

Indeed the assumption on H yields, for a suitable constant M that depends on H but not on v,

1 (2k+1)7\' ) 1 (2k5+1)7{‘ M 9
= X [ e - neEnneres s S [ A @R
27 TS ACLENE; 2m TS S4CLENE; I+k

1
- e E————
M) e
|k|>K

The right-hand side of the latter inequality is small provided that K is large, independently of v.
We thus have

1 (2k+1)w
A, <e+— / |H(0) — H(2k)||p,(0)]*d6.
™ 2k-1)m
|k|< K.

The continuity of H at the points 2k, |k| < K., gives the existence of some « €10, 7/2], that is
independent of v, such that
€

- K.... K., 2km—a,?2 . |H(6) - H(2 <
vk Ve 2km—a,2km+a], |H(9) (2km)| Sk T 1
For all v > 1, we thus have
1 2km—a
A, <2+ — / |H(0) — H(2k7)||p.,(0)*d0
T 2k-1)7
|kI<K.
1 (2k+1)w 5
bor X[ IHE) - HEED 0 @
27 2k 4o
|k|<EK.
4[|H || o )

<204+ 2B o ) [l 0P,

where we have used property (i) for the integrals on [2k7 — o, 2k 7 + ] and the fact that |p,| is
even. Using property (ii), we can complete the proof of property (iii) because we have obtained
A, < 3¢ for v sufficiently large. O
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Let us now prove Theorem 3.1.

Proof of Theorem 3.1. Before proving that the resolvent equation (37) has a unique solution for all
data in #2, we shall prove an a priori estimate for any solution to (37). In other words, we shall
consider that we already have a solution to the resolvent equation and we wish to prove that this
solution satisfies the estimate (38). We introduce the notation

Vee¥, L(z): Welr v Lz)Wel?

Wj = QL Wy, =1,
with (L) W), = {10~ 20 T I BRI )
Wj - Zazflz BJ,G'W17 if1—7r<j<0.
Let now (W;);>1-r € £%, and let zy € % . For all integer v > 1, we define the sequences
o W ifs+1<n<
Vizlor, Yn20, UMy)={0Wi/VV, ifstlsnsstr,
0, otherwise.
s
Vizl, ¥nzs, F@)=Ute) -3 QU7W)
Vi=1—-r,...,0, Vn>s+1, g;L(z/) = an(y)f Z BjﬂUln—l—a(V)'
o=—1
In other words, the sequence (U}'(v)) satisfies
Un+1 ZQO’Un a _|_Fn() 3217 nZS,
Urt (v ZBJ’ Up—o(w)+gi(v), j=1-r...,0, n>s, (40)
o=—1
U;L(V):O, jZl—’/" 7’[,:0’_._’3.

It is not difficult to check that for all fixed n, (U}'(v)) and (F}'()) belong to ¢2. Moreover, F(v)=0
forn>2s+v+1, and g?(u) =0 forn > 2s+ v+ 2. We can apply the strong stability estimate
(36) for v = o :=In|z9| > O:

Z Z e—Q’YonlUn Z Z e—2'ygn|Un )‘

n>9+1 j>l—r n>s+1 j=1-r

< Cy %+1 Z Z —270 (n+1) |Fn |2 Z Z e 2'yon|g )‘ . (41)

n>s j>1 n>s+1 j=1-r

The right-hand side of (41) is finite because the sum over n involves finitely many terms. The above
definition of U (v) gives

st+v | |2
VjZl—’I“, Z e—2'yon‘Un Z e 270n‘z |2n ¥ 1IN |Wj|27
n>s+1 n=s+1

o (41) reduces to

> WP+ Z W52

j>1l—r j=1-r

< Cy 704’1 Z Z —270 (n+1) ‘Fn ‘2 Z i 727071‘9] )|2
n>st+1 j=1—

n>s j>1

'y+1
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Using Lemma 3.1, we have

p
DL S ke 3w

j>1l—r j=1l-r
<1Cy 'ZO' S e | 2 )P Y S g b @
n>s j>1 n>s+1 j=1—-r

The left-hand side of the inequality (42) does not depend on v, and we are now going to compute
the limit of the right-hand side in (42) as v tends to +oo.
Let us define the following functions on R*:

if ¢ 1 if ¢
Uj(y,t) = {O’n 1 6[078"_ [7 Fj(l/,t) — {O,n l 6[078[,
Up(v), iftenn+1n>s+1, Fr(v), iftenn+1[,n>s,
0, ifte0,s+ 1],
giw,t) =4 . [ [
gi(v), iftenn+1,n>s+1.

It is not difficult to check that the Laplace transform of each function Uj(v,-), F;(v,-), g;(v,-) is
well-defined and holomorphic on C, because each one of these functions is bounded with compact

support in RT. To avoid any possible confusion, we recall that the Laplace transform of a function
f defined on RY is

foy= [ et rar

for all complex number 7 such that the above integral makes sense. The system (40) equivalently
reads

St 1) ZQ(, t—0)+Fivt), j>1, t>s,
o=0
Vt):ZBj,UUl(mt—l—o)—i—gj(mt), j=1—r...,0, t>s+1.
o=—1
—7t

Multiplying the above equation by e and integrating over [s,4o0[ or [s + 1, 400[, we obtain

=Y QUi r) = 2 i), G2,
o‘:sO (43)
= X T B T = GnT), =10,

o=—1

where we use the short notation z :=e".

The Laplace transform Uj(v,7) can be explicitely computed from the definition of U} (v). If we
consider one 19 € C such that zy := €™, then we get
1—z5te 0

VOER, Uj(v,mo+i6) = —
0

e~ D0 o, () W (44)

where p, stands for the function defined in Lemma 3.2. Using the first relation in (43), we obtain

-1 _—
1l—2"¢

2] S
—i(s+1)0 L —o—1 _—i(c+1)0 )
p——7 e pu(0) (W] E 257 e Qo W]) .

P e_iaﬁ;(u,m +i6) =
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Applying Plancherel’s Theorem and Fubini’s Theorem, we have

— n — n 2 —
> Y et ) = s ” Slal [ e enwoR

n>s j>1 j>1

:27r — —270 Z‘ZO| /|F VT0+20| do

_7>1
270 1 2
= — H(0)|p,(0)|*do
1767270 2’/T R ( >|p ( )l
where we have used the notation

—i6
1—zte

—o—1 72 (e+1)0
Py W Zz Qo W;

VOER, H(H) := ‘

It is not so difficult to check that the function H satisfies the assumptions of property (iii) of Lemma
3.2. We thus have (recall the notation (39)):

. _ _ 2"}’0 |1fz
2y0m 2 n 27 0
S T T o - s T sl )

n>s j>1

With completely similar arguments, we can also obtain

0
: _ 270
2vom | n 2 _
i3S e S S e

n>s+1 j=1-r

Passing to the limit in (42) and using (45), (46), we get

p
SerelD DI SR

j>1l—r j=1-r
0 27 11—z
<4 L(z0) W);? . —a Py
= 0 |Z ‘ Z' +J:zlzr|( (ZO) )]| 1 —e—27 Z ‘7’04—22]@71"2 ( )
Recalling the expression (44) for the Laplace transform of Uj;(v, -), we have
- 2% _
2 2 n n o 2 t . 2
WE= 3 P = =l [ e ar
n>s+1
- 2")/0 - . 2
_m/R|Uj(V,T()+ZG)| de
-1 _—i0 2

[W; [ (0)]% 40

1—2,"e
T0—|—29

_ 270 /
27 (1 —6_270) R

270
1—6 2702\7()+22k7r\2‘ |

We have thus derived the formula
2’)/0 |1 — Z
=1
1—e"27% Z|7'0+2zl€71'|2 ’

so we can simplify in (47) and obtain

V4 0
A Z
'°' LSS e S Wi <4 ‘0' >l 2103 (L) W, 2
j=1-—r

j>l—r Jj=1-r j>1

(48)
The inequality (48) is only an a priori estimate for the operators L(z), z € %. We emphasize
that the constant 4 Cy is independent of 2y € % and W € ¢2. To complete the proof of Theorem
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3.1, we only need to prove that each (bounded) operator L(z) is invertible. This property is shown
by combining two arguments.

Lemma 3.3. There exists Ry > 1 such that for all z € C with |z| > Ry, the operator L(z) defined
by (39) is an isomorphism on (2.

Proof of Lemma 3.3. Let Lo be defined by

W; if j > 1,

Lo : WELP — Lo W € £? with (Lo W), = . _
ijBj,_ll/Vl, 1f177"§‘7§0

It is easy to check that L is a bounded invertible operator on ¢2. Moreover, for z € % and W € £2,
we have
Y 02 QW if j >1,
(Lo — LN W), = { gm0 " Qe |
Yooro? "B Wy, ifl—r<j<0.

Consequently there exists a constant C' such that

C

Vze Y s ||Loo — L(Z)”gg(gz) < m s

with Z((?) the set of bounded operators on ¢2. This property implies that for |z| > C'[| L3} || (),
L(z) is an isomorphism. O

Lemma 3.4. Let F be a Banach space, and let 7 denote a nonempty connected set. Let £ be
a continuous function on J with values in the space B(E) of bounded operators on E. Assume
moreover that the two following conditions are satisfied:

o there exists a constant M > 0 such that for allt € T and for all x € E, we have ||z||g <
M|.Z() x||e,
o there exists some tg € T such that £ (ty) is an isomorphism.
Then Z(t) is an isomorphism for allt € .

Proof of Lemma 3.4. We already know that Z(FE) is a Banach space and that the set of isomor-
phisms GI(E) is an open subset of #(FE). This first property shows that the set {t € J/Z(t) €
GI(E)} is open because .Z is continuous. It only remains to show that this set is closed and the
claim will follow (this set is nonempty thanks to the assumption of Lemma 3.4). We thus consider a
sequence (t,) in 7 that converges towards t € 7 and such that for all n, £ (¢,,) belongs to GI(E).
We are going to show that Z(¢) also belongs to GI(F). Using the Banach isomorphism Theorem,
it is enough to prove that .£(t) is a bijection.

Due to the uniform bound ||z||g < M ||-Z(t) z| g, it is clear that Z(¢) is injective and that for
all n we have ||.Z(t,) | @) < M. It remains to show that Z(t) is surjective. Let y € E. For all
integers n and p, we have:

Hg(tvﬁp)il Yy— f(tn)il yHE < Hg(tn-&-p)il - f(tn)ilH@(E) lyll &
< Hg(tn-i-p)_l (X(tn) - g(tn-&-p)) "zﬂ(tn)_l“@(E) HyHE < M? H"g(tn-l-p) - g(tn)”%’(E) HyHE .

These inequalities show that (£ (t,) ! y) is a Cauchy sequence in E and therefore converges towards
x € E. Moreover we have Z(t,,) £ (t,)~ 1y = y for all n so, passing to the limit, we get £ () x = y.
Here we use again the continuity of .. This shows that £(t) is surjective, which completes the
proof. O

Lemma 3.4 shows that the resolvent equation can be uniquely solved for all z € %. Indeed, for
all integer v sufficiently large, the mapping L restricted to the annulus {z € C, 1 4+27% < |z| < 2¥}
satisfies the assumptions of Lemma 3.4 (use Lemma 3.3 for the existence of one point where L is an
isomorphism and (48) for the uniform bound). We leave to the reader the verification that L(z) €
%(0?) depends continuously on z € %. Eventually we can conclude that L(z) is an isomorphism
for all z € % and L(z)~! satisfies the estimate (48) which is nothing else but (38). The proof of
Theorem 3.1 is now complete. g
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Theorem 3.1 has an important consequence, which is the following well-known necessary condition
for strong stability.

Corollary 3.1 (Godunov-Ryabenkii condition). Assume that the scheme (32) is strongly stable in
the sense of Definition 3.1. Then for all z € %, any W € ¢ satisfying

Wj=> 27 QW =0,  j>1,

must be zero.

The Godunov-Ryabenkii condition is a preliminary test in view of showing strong stability. It
is analogous to the Lopatinskii condition for hyperbolic initial boundary value problems. As we
shall see later on, it is unfortunately not a sufficient condition for strong stability (see the following
paragraphs for more comments).

In the remaining part of this paragraph, we are going to show the converse result of Theorem 3.1.

Theorem 3.2 (Gustafsson, Kreiss, Sundstrém [10]). Assume that there exists a constant C1 > 0
such that for all z € %, for all (F;) € €% and for all vectors g1, ..., go € CN, the resolvent equation
(37) has a unique solution (W;) € £? and this solution satisfies

P
'Z‘ LSS s S Wik <o Y g

j=>1l—r j=1-r j>1 Jj=1-r

Then the scheme (32) is strongly stable and satisfies (34) with the constant Cy max(1, X)/ min(1, A).

The proof of Theorem 3.2 splits in several steps. In what follows, we shall say that a sequence
(U ]”) has compact support if the terms UJ' vanish except for a finite number of indeces (4,m).

Proof of Theorem 3.2.  We consider some source terms (F}'), (¢7) for (35) with compact support.
We also let (U}') denote the solution to (35). It is easy to show by induction on n that for all n, the
sequence (UJ");j>1-, belongs to £2. For > 0, we introduce the quantities

N N 0
)= e U, Bu() = Y, e PURE,
n=0;>1 n=0j=1—r
0
YT s = $3 g
n>sj>1 n>s+1j=1-r

Performing very crude estimates in (35), we immediately see that there exists a constant C' > 0 that
is independent of F), g, U such that

Viz1, ¥nzs, [UMP<C (F”'”Z > U ) |

o=0f=—7r
Vi=1l-r...,0, ¥Yn>s, U”“2<C< g7 + Z Z|Uf+; 2) :
o=—1/=0

Multiplying each inequality by exp(—2+ (n + 1)) and taking the sum, we obtain

YN>s+1, In@)<CSp(7)+Ce™ Y Ino1o(y) + Br-1-0(7),

o=0

Bn(7) < CIN() +CSy(7) + e Y Iyio(y),

o=0
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with a possibly larger constant C. Using the obvious inequalities

IN-1-6(7) SIN(MY), BN-1-0(7) S BN(V),

and combining the above estimates for # (), Zn(7), we obtain that for some large enough v > 0,
that is independent of F), g,U and N, there holds

Vy>y, YN=s+1, In0)+By()<C(Sp(y)+8(7)-
In other words, for v > v, we have
SN e UNP < oo, (49)
n>s+1j>1—r

e As in the proof of Theorem 3.1, it is convenient to introduce the following functions defined on
R+:

UL(t) = 0, iftel0,s+1], Ff) = 0, iftelo,s],
I up, iften,n+1,n>s+1, I Fryoiftenn+1n>s,

0, iftel0,s+1],
git):==¢"" .
g7, iftenn+1,n>s+1.

Then (49) reads
Vy>1, Z / e 27U ()2 dE < +oo. (50)
j>1—r VBT
The Laplace transforms E, g; are well-defined and holomorphic on C, and E is identically zero for

j large enough. Moreover, (50) shows that the Laplace transforms Uj, j > 1 — r, are well-defined
and holomorphic on {Re 7 > v}, with v independent of j. Applying Plancherel’s Theorem in (50),

we find that for all v >+ and for almost every 6 € R, the sequence (U;(7+i0))j>1—r belongs to £2.
Applying the Laplace transform on (35) with Re 7 > v, we get -
Uj(r) =Y ="' Qe Uj(r) == Fy(r), j=1,
<7=SO (51)
U,(t) — 2270713],70%(7_):9/}(7_)’ j=1-—r...,0,

o=-—1
where we still use the short notation z := e” as in the proof of Theorem 3.1.
Since F}; vanishes for j large, we have

VreC, Y |2 |E()|° <+
j=1
For all 7 € C with Re 7 > 0, we can thus define (W;(7));>1—, as the unique solution in ¢? to the
resolvent equation

O'ZSO B (52)

Moreover, (W;(7));>1—r satisfies
2] — 1 2 - 2
VreC, Rer>0, ——— > [Wi(n)]*+ > [W;(r)
|Z‘ j>1—r Jj=1-—r
0

<o PLS 2 E@OF+ Y a0 @)

|z] — 1 4
Jj=1 Jj=1-r
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The difference between (51) and (52) is that (51) holds only for Re 7 > « while (52) holds for
Re 7 > 0. Our goal is to identify (WW;) and (/U;) and to show that (51) holds for Re 7 > 0. This is
based on the following result, the proof of which is left to the reader.

Lemma 3.5. The operator L(z) € B(¢%) in (39) depends holomorphically on z € C\ {0}. Conse-
quently, under the assumptions of Theorem 5.2, L(e™)~! depends holomorphically on T for Re 7 > 0.

Lemma 3.5 implies that for all j > 1 —r, W; is holomorphic on {Re 7 > 0} because the source
terms in (52) depend holomorphically on 7. Furthermore, we know that U, is holomorphic on
{Re 7 > 7}, and that for all v > v and almost every 6 € R, (U;(y + i6)) belongs to £? and is a
solution to (51). This implies @;(7 +1i0) = Wj(y+1i0) for v > v and for almost every 6 € R. Since
both functions are holomorphic, we have obtained

Vi>l—r, Vy>nv, VOER, Uj(y+i)=W;(y+i6).

Let now v9 > 0. We integrate (53) with respect to § € R for 7 = v+ 46 and v > ~p, and use
Plancherel’s Theorem to compute the right-hand side of the inequality. We thus obtain

sup /\W (y+i6)*df < +o0.
BRI
Applying the Paley-Wiener Theorem for which we refer to [19], this means that for all j > 1 — r,

there exists a measurable function V; on R™ such that
(/equW@F&<+m,
R+

and W; = f/; on {Re 7 > v}. By injectivity of the Laplace transform, V; must equal U;. In other
words, we have just proved that for all o > 0, exp(—~o t) U; belongs to L2(RT), so U; is well-defined

on {Re 7 > 0} and coincides with W;. Hence (53) holds with ﬁ; instead of ;. We now integrate
(53) with respect to # = Im 7 and use Plancherel’s Theorem, which yields

p
LY S et ¥OY et

n>s+1 j>21—r n>s+1 j=1—-r
~ 0
e —2v(n+1) 2 —2yn |, n|2
<y 67_12 E e |F7 [+ E E e lg;' 1" ¢
n>s j>1 n>s+1 j=1—r

for all v > 0. Applying Lemma 3.1, we get

P
Z Z e—2’yn|Un|2 Z Z e—2'yn‘UJn‘2

n>s+1 j>1—r n>s+1 j=1—r
'y+1 _
<0 2:2: 2’yn+1)|Fn‘2+ E E:eQ'ynLq |2 ,
n>s j>1 n>s+1 j=1-—r

e It is useful to recall that the latter estimate was derived under the assumption that the source
terms had compact support. To complete the proof of Theorem 3.2, it is sufficient to prove Lemma
3.6 below.

Lemma 3.6. Assume that for all data (F}') and (g7) with compact support, the solution (UT') to
(35) satisfies

Z Z 6727n|Un|2 Z i ef2vn‘UJn‘2

n>s+1 j>1—r n>s+1 j=1-r

<O 7+1 ZZ —24 n+1)|Fn\2+ Z 26727”%'2 ’

n>s j>1 n>s+1 j=1—r
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for all v > 0. Then the scheme (32) satisfies (34) with the constant Cy max(1, \)/ min(1, A).

Proof of Lemma 3.6. Let us consider some source terms (F}'), (g7) for (35), not necessarily with
compact support. Let v > 0 such that the right-hand side of (36) is finite. For v > 1, we define

Fr, ifs<n<s+v—land1<j<1+q+vp,
W) =9’ ,
0, otherwise,
n gi, ifs+l<n<s+vandl-r<;<0,
gj(V):: .
0, otherwise.

A direct induction argument shows that the corresponding solution (U} (v)) to (35) satisfies U (v) =
UJ” for0<n<s+vand1l—r<j<wv. We thus have

p
== EDDIND SECRA D DD I A

n<s+v 1—r<j<v n<s+v j=1l—-r

0
o f TS ey 33 ey

n>s j>1 n>s+1 j=1-r

for all v > 0 and all v > p + 1. Passing to the limit v — +o0, we have proved that (36) holds with
the constant Cy and without any assumption of compact support on the data. To prove that (34)
holds, it is sufficient to apply (36) with the source term At F. ;" instead of F", and with the parameter
~v At > 0 instead of . Recalling the relation At = A Az, we obtain the result. The details are left
to the reader. 0

O

We summarize the main results of this paragraph into the following result.

Theorem 3.3 (Characterization of strong stability [10]). The scheme (32) is strongly stable in the
sense of Definition 3.1 if and only if there exists a constant C > 0 such that for all z € % , for all
(F;) € €% and for all vectors g1—y,..., g0 € CN, the resolvent equation (37) has a unique solution
(W;) € €2 and this solution satisfies

0
2] -1 - ]
2 Z W5 + Z Wil <cC 2] -1 Z'Fj|2+ Z l9;1*
j>1l—r j=1-r j>1 Jj=1-r

In particular, if the scheme (32) is strongly stable, then the Godunov-Ryabenkii condition of
Corollary 3.1 holds.

It is also useful to keep in mind that showing the unique solvability of the resolvent equation
relies on a rather simple argument of functional analysis that reduces to the verification of an a
priori estimate. Furthermore, the resolvent equation becomes trivially solvable for |z| large. More
precisely we state a slightly refined version of Theorem 3.3 which will be useful in the following
paragraph. Theorem 3.4 below shows that it is sufficient to consider the resolvent equation for
bounded parameters z.

Theorem 3.4 (Characterization of strong stability). The scheme (32) is strongly stable in the sense
of Definition 3.1 if and only if for all R > 2, there exists a constant Cr > 0 such that for all z € %
with |z| < R, for all (F;) € 2 and for all vectors gi—r,...,go € CV, the resolvent equation (37) has
a unique solution (W;) € €% and this solution satisfies

0
2| -1 - 2|
s wre Y wrson ) LSRR S o
j>1l—r Jj=1-r j>1 j=1-r
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Proof of Theorem 3.4. e Let us first assume that the scheme (32) is strongly stable in the sense of
Definition 3.1. Then we apply Theorem 3.3: the resolvent equation can be uniquely solved in ¢2 for
all z € Z with the estimate

0
=" - ||
E S+ ) wP<c Z—1 SIEP+ D gl
j2l-r j=1=r j>1 j=1-r

This shows that the conclusion of Theorem 3.4 holds with a constant Cr := C' that is independent
of R > 2.

e Let us now assume that for all R > 2, the resolvent equation can be uniquely solved in ¢? for
all z € Z, |z| < R, with the estimate

0
|z] =1 -
B S+ D> WP < Cr + > gl

j>1l—r j=1—r j>1 j=1-—r

We first apply Lemma 3.3 and keep the notation introduced in the proof of this Lemma. There
exists Ry > 2 such that for all z € C with |z| > Ry, the mapping L(z) € %(£?) is an isomorphism
and ||L(2) — Leolls(e2) < ||L;o1||;31“2)/2. In particular, there exists a constant C' > 0 such that for

all z € C with |z] > Rp, the unique solution (W;) € £2 to (37) satisfies

0
ST <C D IEP+ Y gl

j>1-r j>1 j=1-r

This estimate yields

p
ST ke Y mk <2 3 WP

j=zl-r j=1-r j>1—r
0
<2CN IR+ Y gl
i>1 j=1—r
||
<2C =1 Z|F‘2+ Z 19,12

j=1-r
It remains to use the assumption for the radius Ry and consider the constant max(2C, Cg,). The-
orem 3.3 then shows that the scheme (32) is strongly stable. O

In the following paragraph, we shall write the resolvent equation into an equivalent but more
convenient form. This will lead to the formulation of our main result which characterizes strong sta-
bility in terms of an algebraic condition that is analogous to the so-called uniform Kreiss-Lopatinskii
condition.

3.3. An equivalent form of the resolvent equation. The equation

S
Wj - 22_0_1 QU Wj =F
o=0
defines an induction relation of order p + r on the sequence (W;). It is convenient to rewrite this
induction relation as an induction of order 1 for an augmented sequence. This is a classical procedure.
For ¢ = —r,...,p, we define the matrices

VzeC\ {0}, Agz):=0dpnl Zz” YAy, (54)
where dy, 0, denotes the Kronecker symbol. We also define the matrices

Ve=0,...,q, Vj=1-7...,0, YzeC\{0}, B,(z Zz*“BMU. (55)

o=—1



42 JEAN-FRANCOIS COULOMBEL

With these definitions, the reader will easily verify that (37) equivalently reads (use (33))

p
> Au(2) Wi =Fj i=1,
=T (56)
W= Bej(2) Wise=g;, j=1-r,...,0.
=0

To rewrite (56) as an induction relation of order 1, we make, as in [10], the following assumption:

Assumption 3.1 (Noncharacteristic discrete boundary). The matrices A_.(z) and A,(z) are in-
vertible for all z € U, or equivalently for all z € C with |z| > 1 — g for some ¢ €]0,1/2].

Let us first consider the case ¢ < p. In that case, all the W;’s involved in the boundary conditions
for the resolvent equation (56) are coordinates of the augmented vector’ #; := Wp,...,Wi_,) €
CN@+7) | Using Assumption 3.1, we can define a block companion matrix M(z) that is holomorphic
on some open neighborhood ¥ := {2 € C, |2| > 1 — &0} of %:

—Ap(2) T A, 1(2) oo s —ALR)TTALL(2)
I 0 ... 0
Vzev?, M(z):= 0 . : € Mnp+r)(C).  (57)
0 0 1 0
We also define the matrix that encodes the boundary conditions for (56), namely
0 ... 0 7Bq70(2’) ce 718070(2) I 0
Vze (C\{O}v IB(Z) = S %NT,N(]?-’-T)(C))
0 ... 0 —Bq71_7-(z) ce —Bo7l_r(z) 0 I
(58)
with the By ;’s defined in (55). With such definitions, it is a simple exercise to rewrite the resol-
vent equation (56) as an induction relation for the augmented vector #; := (W,ip_1,...,W,_;) €
CN @+ 5 > 1. This induction relation takes the form
Wigpn=ME)W;+F;, j>1, (59)
B(z)# =9,

where the new source terms (.%;),¥ in (59) are given by:
Fj=(Ap(2) "1 F},0,...,0), 9= (g0s-rG1-r)-

Remark 3.2. It is easy to check that the matriz B(z) in (58) depends holomorphically on z € C\ {0}
and has mazimal rank N r for all z (just consider the N rx N r submatrixz formed by the last columns).
Consequently, the kernel of B(z) has dimension N p for all z € C\ {0}.

Let us now characterize strong stability for (32) in terms of an estimate for (59). Of course we
shall use Theorem 3.4 and the strong relationship between (37) and (59).

Proposition 3.1 (Characterization of strong stability). Let Assumption 3.1 be satisfied, and let us
assume q < p. Then the scheme (32) is strongly stable in the sense of Definition 3.1 if and only if
for all R > 2, there exists a constant Cr > 0 such that for all 2 € % with |z| < R, for all (%;) € (?
and for all 9 € CN™, the equation (59) has a unique solution (#;) € £* and this solution satisfies

2| =1
|2

SR+ AP <O { S m g (60)

i>1 |Z‘ -1 Jj=>1

The main point to keep in mind is that in Proposition 3.1, the source terms .#; may be arbitrary
in CN(®+1) | while when we rewrote (37) under the form (59), only the first coordinate of .%; was
nonzero.

9Vectors are now written indifferently in rows or columns in order to simplify the redaction.
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Proof of Proposition 3.1. e Let us first assume that the scheme (32) is strongly stable so we can
apply Theorem 3.4. Our goal is to show that (59) has a unique solution for all source terms in ¢2
and that the estimate (60) holds for a suitable constant Cr. As a warm-up, let us first show that
if a solution in 2 to (59) exists, then it is necessarily unique. By linearity, this amounts to proving
that if (#);>1 € £? satisfies

Vi1 =M()#;, j>1,
B(z) #1 =0,

then (#;);>1 is zero (this is a new formulation of the Godunov-Ryabenkii condition). We thus

consider such a sequence (%;);>1, and we introduce the decomposition #; = (%(1)’ . 7//j(p+T)),

where each vector V/j(k) belongs to CV. Using the block decomposition of M(z) - recall the definition
(57) - we obtain

= ; (=) _ wy(ptr)
Veb=—-r,....,p—1, Vj>1, V/jp _Wj—f€+r'

Furthermore, the sequence defined by W; := V/j(fjr), j > 1 —r, satisfies the homogeneous resolvent
equation
P
ZAE(’Z)WJ‘+Z:O7 ]217
l=—r

q
W= Bej(z) Wipy =0, j=1-r...0.
=0

The Godunov-Ryabenkii condition (Corollary 3.1) gives (W;),>1—» = 0, which yields (%#;),;>1 = 0.
If a solution in #2 to (59) exists, it is necessarily unique.

Let now R > 2, let z € % satisfy |z| < R, and let us consider (%;) € (2, 4 € CN". We wish to
construct a solution (¥#;) € £? to (59). We use again the decomposition #; = (%(1), O Aant)

J
as well as the notation W; := “//J(_f:r r), 7 > 1 —1r. The source terms are also decomposed as

F; = (9;1), e ﬁj(err)), ¢4 = (90, .. .,90-7)) Inspecting the system (59) shows that we should
necessarily have

-1

V= —ry...,p—1, v.] > 1a Wj(p_g) :Wj-i-e_ Z g](f»z??[fk (61)
k=—r
Moreover, the sequence (W;);>1—, should be a solution to (56) with source terms (Fj), gi—r,..., 90
defined by
D (-1
. —k
Vji>1, F;:= Z Ag(2) Z 9]'(-1:4—1—k7 (62)
b=—7r k=—r
Jj—2 q -1
. ; —k —k
Vi=l-r...,0, ¢:=99+ 3 Z0M S Bz Y 200, (63)
k=—r £=0 k=—r

An important remark in view of what follows is that the matrices A, and B, ; defined by (54), (55)
are bounded on %. Consequently, it is rather easy to check that the relations (62), (63) define a
sequence (Fj) € £2 and vectors g1, ..., g0 € CN such that, for a given constant M that does not
depend on z nor on R, there holds

0
SIEP <MY 1ZP, Y gl <M (D IFP 1917 - (64)
j>1 §>1 j=1-r §>1

Applying Theorem 3.4, we know that there exists a unique solution (W;) € ¢2 to (56) with the
source terms defined in (62), (63), and that for some constant Cr independent of z and of the source
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terms, there holds
P 0
2]

lz| =1 z
2] Z W;[* + Z W;? < Cr |Z|7_12|Fj|2+ Z 1917

j>1—r j=1-r i>1 j=1-r

The relation (61) defines a sequence (%;);>1 in CV®*7); it is not difficult to check that this sequence
belongs to £2 and that it is a solution to (59). Moreover, combining (61), (64) and the latter estimate
for (W}), we obtain

2| -1

SR+ AP < O {2 ZL@ 2y 9P

BN ER

As already shown above, such a solution (¥%;) € £% to (59) is unique.

e Let us now assume that (59) has a unique solution in ¢2 for all source terms (%;),% and that
the estimate (60) holds. Let now R > 2, let z € % with |z| < R, and let us consider some source
terms (F}) € €%, g1—r,...,go € CV for the resolvent equation (37). We define the vectors

Fi=(DAp(2) 1 F;,0,...,0), 9= (go,--,g1-r)-
The assumption yields the existence of a sequence (#;) € ¢? to (59), satisfying

2| =

LSO 4 i < o ‘Z' LA

2] §>1 g>1

with a constant C'r that only depends on R. The above definition of the source terms (%), ¥ gives'"

ol - 1 !
o PP < G { SRR Y Iy

7j>1 ]>1 j=1—r

Using the decomposition #; = (%(1), cee, V/J(HT)) as well as the notation Wj : V/J(f:rr), j>1—r,

we can check that (W;) € £2 is a solution to the resolvent equation (37) and that it satisfies

2| -1 - |Z|
E ST+ DD WP <Ch E Z| F|* + Z l9;1°
i>1-r j=1-r J=tr

Again, we can also verify that such a solution (W;) in £? is necessarily unique (because the solution
to (59) is unique in ¢2). The details are left to the reader. Theorem 3.4 completes the argument. [J

Remark 3.3. The result of Proposition 3.1 explains why in Definition 3.1 we have considered the

trace estimate
P
Z Z Atef2'ynAt|U]n|2

n>s+1 j=1-r

in the left-hand side of (34). The main purpose for doing so is to obtain the term |#1|? in the
left-hand side of the estimate (60) in Proposition 3.1. Obtaining such an estimate is possible only
if in the characterization of Theorem 3.3 or Theorem 3./, the estimate for the resolvent equation
involves [Wi_p.|? + -+ + [Wp|? in the left-hand side and not only |W1_.|? + -+ + |[Wo|*. If we had
kept the definition of strong stability in [10], the left-hand side of (60) would have involved |11 #;|?
instead of |#4|?, where TI would be the projection from CN®P+7) to CNT that retains the last N
components.

10Here we observe that it is crucial to consider a bounded parameter z, because otherwise we could not use a
uniform bound for |Ap(z)~!|. This is the main reason why we have proved Theorem 3.4, because Theorem 3.3 would
not have been sufficient. It is also crucial that the norm |A,(z)~!| remains bounded as z approaches S!, which
amounts to assuming that A,(z) is invertible not only on % but on % (same argument as Lemma 3.4).
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Remark 3.4. The definition of M(z) in (57) only depends on the fulfillment of Assumption 3.1 and
not on the integer q. We could have defined M(z) in the same way even if g had not been smaller
than p.

We now examine the case ¢ > p. There is a slight modification to make here. If we wish to
rewrite the boundary conditions of (56) as a linear system for some augmented vector #4, then the
coordinates of #; should involve Wi_,.,...,Wyi1, and ¢ +1 > p. However we can still write the
resolvent equation under a form similar to (59) up to defining

—A,(2)7 A, 1(2) ... —AL(R)TTAL(2) O 0
~ I 0 e e 0

Vze?, M(z):= 0 o ol € AN (g+r+1)(C) -
0 0 0o I 0

(65)
We also define the matrix that encodes the boundary conditions for (56) and the first ¢+ 1 — p steps
in the induction, namely

—Bq’o(z) e —B()’()(Z) I 0

Vze C\{0}, B(z) := _Bq,l'fr(z) e —]]3%071',,,(2) 0 | I
cC\ 0} ) 0 ; Ay(z) A_.(2)

Ap(z) . . A_.(2) 0

€ ///N(q+1—p+r)’N(q+l+f‘) (C), (66)

with the By ;’s defined in (55). With such definitions, it is a simple exercise to rewrite the resol-
vent equation (56) as an induction relation for the augmented vector #; = (Wjtq,...,W;—,) €
CN(a+147) 5 > 1. This induction relation takes the form

(67)

Wi =M() W5 +.F5, j>1,
B(z)# =9,

where the new source terms (%), ¥ in (67) are given by:
y] = (AP(Z)il Fj+q+1—p7 Oa ceey O) ) 9 = (goa s 91—r, F17 s 7Fq+1—p) .

We can then obtain a result that is analogous to Proposition 3.1. The result is just slighlty more
complicated because of the definition (66) of the matrix B(z) but the proof follows exactly the same
arguments.

Proposition 3.2 (Characterization of strong stability). Let Assumption 3.1 be satisfied, and let us
assume q > p. Then the scheme (32) is strongly stable in the sense of Definition 3.1 if and only if
for all R > 2, there exists a constant Cr > 0 such that for all z € % with |z| < R, for all (F;) € £?
and for all 9 € CNWHI=PF") the equation (67) has a unique solution (W;) € £? and this solution
satisfies

2| =1

E

z 4
S 1P+ #4P < Cr Z|| l : 171+ |Z||1 Grr|* 4 19?5, (68)
jz1 j>1

where we use the decomposition G = (91, %11), 91 € CN", 41 € CN(gt+1-p),

Proof of Proposition 3.2. e Let us assume that the scheme (32) is strongly stable, so we can use the
result of Theorem 3.4. Let R > 2, let 2 € % with |2| < R, and let (%) € (2, 4 € CN(ati=ptr),
The source terms are decomposed as %, = (ﬁj(l), . ,fj(q““)), G = (9O .. g0-1) c CN",

G = (90, ..., glar1i=p)) ¢ CN@+1=p) We are looking for a solution #; = (V/j(l), ey “//j(qﬂw))
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in £2 to (67). Using the notation Wj ”//(‘HHT), 7 > 1 —r, we should necessarily have

J+r
V= T q, V] > 1 ) %(Q‘i’l*e) j+€ Z y](—q&:zllk (69)
k=—r
Moreover, the sequence (Wj;);>1—» should be a solution to (56) with source terms (Fj), gi—r,--., 9o
defined by
p+r q—*¢ 1)
ViZq+2-p, Fj=Y Ape(z) Y 0N L (70)
= k=—r
4 D Jj+L—2
Vi=1l,....q+1-p, F:==99+3 Afz) Y 200, (71)
b=—1r k=—r
q —1
Vi=1l-r,...,0, gj:= + f](qﬁlkk) STBeix) Y U (12)
k=—r £=0 k=—r

The relations (70), (71), (72) define a sequence (F};) € ¢* and vectors gi_r,...,go such that, for a
given constant M that does not depend on z, there holds

0
SFP<M (D IFP+19ul ), D gl <M D IFP+ 19| . (73)

j>1 j>1 j=1-r j>1

Applying Theorem 3.4, we know that there exists a unique solution (W;) € 2 to (56) with the source
terms defined in (70), (71), (72), and that for some constant Cr independent of z, there holds

P 0
LSS wip s S WP < On 'Z' SRR Y gl

j>1l—r j=1-r ]>1 Jj=1-r

The relation (69) then defines a sequence (#;);>1 € £? which is a solution to (67). Combining (69),
(73) and the estimate of (W;), we get

2

Fil" + + 19

+Z ’W (a+1- e)’ < Cr

b=—r

In order to complete the proof, it only remains to estimate the sum

> prerof
t=p
This is done with an induction argument based on the relations

vj:()v"-vq_pv ZAK W((H_l D= gl(l—i_j)a
b=—r

and the fact that A,(z) is invertible for all z € %. The details are left to the reader. Eventually,
we obtain an estimate of the form

il 2
=30 [0 < o

b=—r

| 2

+ % |?

J

The uniqueness of the solution (%;) € ¢2 to (67) is proved by entirely similar arguments to those
used in the proof of Proposition 3.1. We feel free at this point to skip the details.

e Let us now assume that (67) has a unique solution in ¢2 for all source terms (%;) € ¢? and ¢
together with the estimate (68). Let R > 2, let z € % with |z| < R, and let us consider some source
terms (F}) € €2, g1—r,...,g0 € CN for (37). We define the vectors

yj = (AP(Z’)_l Fq+1—p+ja 0, ey 0) s G = (go, ey gl—r, Fl, N 7Fq+1—p) .
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The assumption yields the existence of a sequence (¥#;) € ¢? to (67), satisfying

2| =1
K

z
A g+

4
SSUGP 4 AR < Cr { o SIFE +

i1 =15 2

The definition of the source terms (.%;),¥ gives

2| -1

2|

0
||
SR+ AR S Ch o SIBE Y lal
j>1 j>1 j=1—r

Using the decomposition #; = (%(1)7.”,%(%1“)) as well as the notation W, := V/j(fjlﬂ),

j>1—r, (W;) € £?is a solution to (37) that satisfies

+1 0
2| -1 S 2|
ESID DRUAESD SRUALETAR SC DILTIEND SRS
j>1l—r Jj=1-r j>1 Jj=1-r
Such a solution in #2 to (37) is necessarily unique, and Theorem 3.4 completes the argument. O

Remark 3.5. Unlike what happened in the case ¢ < p with the definition (58) of the matriz B(z),
it is no longer clear that the matriz B(z) in (66) has mazimal rank (this was uncorrectly claimed
in [1]). However, the result of Proposition 5.2 shows that if the scheme (32) is strongly stable, then
@(z) should have mazimal rank for all z € % (use Proposition 3.2 with %; = 0 for all j and an
arbitrary 4 ). A refined version of this result is stated in the following paragraph.

3.4. Characterization of strong stability: the main result. Up to now, we have characterized
strong stability in terms of an estimate for the resolvent equation (37), or for the equivalent formu-
lations (59) or (67). We have also seen that a necessary condition for strong stability is the so-called
Godunov-Ryabenkii condition of Corollary 3.1, which is an analogue of the Lopatinskii condition for
hyperbolic initial boundary value problems. In this paragraph, we make a little more precise this
necessary condition for strong stability. It will turn out that this refined necessary condition will
also be sufficient for strong stability. Readers who are familiar with the theory of hyperbolic initial
boundary value problems will recognize the gap between the Lopatinskii condition and the uniform
Lopatinskii condition, see [2, chapter 4]. The gap here between the Godunov-Ryabenkii condition
and what we shall call the uniform Kreiss-Lopatinskii condition below is entirely analogous.

Let us begin with a fundamental property of the matrices M(z) in (57) and M(z) in (65). We
recall that the operators @, that appear in (32) and whose expression is given in (33) correspond to
a discretization of the hyperbolic operator. According to the analysis of Section 2, see in particular
Propositions 2.1 and 2.2, stability for the discrete Cauchy problem is encoded in the uniform power
boundedness of the amplification matrix 7 (e’”), n € R. To encompass both situations s = 0 and
s > 1, we shall always refer to the discrete Cauchy problem as to problem (14), with the operators
Qo as in (33) or (15). The amplification matrix &7 is then defined in (16) as a (block) companion
matrix. When s equals 0, this definition reduces to (11). The fundamental property of M(z) is
stated as follows.

Lemma 3.7 (Stable eigenvalues of M(z) [12]). Let Assumption 3.1 be satisfied, and let us assume
that the discretization of the Cauchy problem (14) is stable in the sense of Definition 2.2. Then for
all z € ¥V, the eigenvalues of the matriz M(z) in (57) are those k € C\ {0} such that

det (& (k) —21)=0.

In particular for all z € %, M(z) has no eigenvalue on the unit circle St and the number of
eigenvalues in D equals N r (eigenvalues are counted with their algebraic multiplicity).

We emphasize that there is no condition on the integer ¢ in Lemma 3.7 because the definition of
M(2) is independent of ¢, see Remark 3.4.
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Proof of Lemma 3.7. The matrix M(z) in (57) is defined on the open neighborhood ¥ = {z €
C, |z| > 1 =0} of . On ¥, both matrices A_,(z) and A,(z) are invertible thanks to Assumption
3.1. Let now 2z € 7, and let X = (X1,...,X,4,) € CVNPF) belong to the kernel of M(z). Using
the expression (57) of M(z), we get

Xl == Aptr—1 :05 AP(Z)_lA—T(Z)XP'FT‘:O?

so the kernel of M(z) is reduced to {0}. In particular, the eigenvalues of M(z) are nonzero. We are
now going to obtain some more precise information on these eigenvalues.

Applying some standard rules for determinants of block companion matrices (use Schur’s com-
plement formula, see e.g. [21]), we obtain for all z € ¥ and all k # 0:

P
det(M(z) — kI) = (—=1)NPF7=D det [— Z KT AL (2) T Ag(z) — KPTT I]
b=—r
p
= (—1)NPH) N det A, (2) 7! det lz K Ay(2)

b=—1r

In the same way, we compute

det(o/ (k) — 21I) = (=1)* det [i 2577 @(K) _ sl I]
o=0

p
_ (_1)N(s+1) ZNG+HD et [Z o Ag(z)

b=—r

9

where the amplification matrix & is defined in (16). In other words, for z € ¥ and k # 0,
det(M(z) — x I) and det(%/ (k) — z I) vanish simultaneously. This proves the first part of Lemma 3.7.

Let now z € %. Let us assume that k € S! is an eigenvalue of M(z). Then z is an eigenvalue
of @7 (k). However, stability for the discrete Cauchy problem (14) implies that the von Neumann
condition is satisfied, see Corollary 2.1, so the spectral radius of 7 (k) is not larger than 1. We are
led to a contradiction. By a continuity/connectedness argument, the number of eigenvalues of M(z)
in D is independent of z € . We are now going to show that this number equals N r. The idea is
to study the behavior of eigenvalues of M(2) as z tends to infinity.

Let us first show that as z tends to infinity, the eigenvalues of M(z) which belong to D converge
to 0. For otherwise, there would exist € > 0, a sequence (z)n,>1 with |z,| > n, and a sequence
(Kn)n>1 such that

Vn>1, e<|kn| <1, ky€sp(M(zy)).
Applying the formula (74), we have
P
Vn>1, det [Z K Ag(z,)| = 0. (75)

l=—r

Up to extracting a subsequence, we can assume that (k,) converges towards ko, which satisfies
€ < |koo| <1 (in particular, ke 7 0). Recalling the definition (54) and passing to the limit in (75),
we obtain det I = 0 which is a contradiction. We have thus proved that for large |z|, the eigenvalues
of M(z) which belong to D are arbitrarily close to 0.

To complete the proof, we introduce the function

D(k, Z) := det [Zp: KT A(1/2)

l=—r

According to the definition (54) of the matrices Ay, D is a polynomial function of (k, Z). Moreover,
we have D(k,0) = V7. This shows that for all Z # 0 sufficiently small, the polynomial D(-, Z) has
exactly N r roots (counted with their multiplicity) which are close to 0. (This is a direct application
of Rouché’s Theorem for holomorphic functions.) Then the formula (74) shows that for large |z|,
M(z) has N r eigenvalues which are close to 0. Since all eigenvalues of M(z) in D must be close to
0, we have proved that for all z € %, M(z) has exactly N r eigenvalues in D. O
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The eigenvalues of M(z) in D are called stable eigenvalues since they correspond to geometrically
decreasing sequences (hence in £2) that are solutions to the induction relation

Vip =M(2) ¥, j=1.

At the opposite, eigenvalues of M(z) in % will be called unstable eigenvalues since they correspond
to sequences whose norm diverges geometrically.

Our proof of Lemma 3.7 follows [12] where the same result is proved in the case s = 0. Unlike
what is stated in [10], the number of eigenvalues of M(z) in D has nothing to do with the boundary
conditions in (32). As a matter of fact, the definition of M(z) only involves the matrices A, , and
is completely independent of the matrices By ; 5, see (57). In the same way, the definition (65) of
M(z) only involves the matrices Ao

The matrix M(z) defined in (65) and used to rewrite the resolvent equation in the case ¢ > p
satisfies analogous properties to those stated in Lemma 3.7.

Lemma 3.8 (Stable eigenvalues of I\Nﬂ(z)) Let Assumption 3.1 be satisfied, let us assume q > p
and let us further assume that the discretization of the Cauchy problem (14) is stable in the sense
of Definition 2.2. Then for all z € V', the eigenvalues of I\N/[[(z) are 0 - with algebraic multiplicity
N (¢+1—p) - and the eigenvalues of the matriz M(z) (eigenvalues are counted with their algebraic
multiplicity).

In particular for all z € %, I\7J1(z) has no eigenvalue on the unit circle S* and the number of
eigenvalues in D equals N (g+1—p+r).

Proof of Lemma 3.8. With the result of Lemma 3.7, the proof is now straightforward (we recall that
Lemma 3.7 holds independently of ¢). Indeed, for z € ¥ and x € C, we compute

p+r
det(M(2) — k1) = (=D)N@HHD det | 3 kTN (2) T A g(2) + RITHTT ]
(=1

Z KT A(2)

b=—r

= (=N et Ay (2) 7L KNP det

Since A_,.(z) is invertible, the latter equality shows that 0 is a root with multiplicity N (¢+1—p) of
the characteristic polynomial of M(z). Moreover, the relation (74) shows that the nonzero eigenvalues
of M(z) are exactly the eigenvalues of M(2) and the algebraic multiplicities coincide. The result of
Lemma 3.8 follows. O

The results of Lemma 3.7 and Lemma 3.8 imply the following necessary conditions for strong
stability in the cases ¢ < p and ¢ > p.

Corollary 3.2 (The uniform Kreiss-Lopatinskii condition in the case ¢ < p). Let Assumption 3.1
be satisfied, let us assume q < p and let us further assume that the discretization of the Cauchy
problem (14) is stable in the sense of Definition 2.2. If the scheme (32) is strongly stable in the
sense of Definition 3.1, then for all R > 2, there exists a constant Cg > 0 such that for all z € U
with |z| < R, there holds

VW eE(z), |#|<CrlB(2)7], (76)
where E*(z) denotes the generalized eigenspace of the matriz M(z) associated with eigenvalues in D,
and where the matriz B(z) is defined in (58).

In other words, if the scheme (32) is strongly stable, then the mapping

B(z) : W €E(z) — B(2)# e CN",

is an isomorphism for all z € % . Moreover for all R > 2, the inverse ®(z)~' is uniformly bounded
with respect to z € U , |z| < R.

Proof of Corollary 3.2. The proof is very easy. Let R > 2, and let z € % with |z|] < R. According
to the assumptions, we can apply both Propositions 3.1 and Lemma 3.7. Let # € E®(z). The
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sequence (#;);>1 defined by

M=W,

belongs to £2 (it converges towards 0 geometrically as j tends to +00) and it is a solution to

{%—H:M(z)%— iz1,

{WjH:M(z)ij j=1,

B(z) ¥ = B(2) ¥ .

Then the estimate (60) for solutions to (59) yields (76). Lemma 3.7 shows that the stable subspace
E?®(z) has dimension N r so the linear mapping ®(z) defined in Corollary 3.2 is an isomorphism (it
is injective and the spaces have equal dimension). The estimate (76) shows that the norm of ®(z)~!
remains uniformly bounded as z € % approaches the unit circle. O

From Corollary 3.2, we see that the scheme (32) could not have been strongly stable if B(z) had
not had maximal rank. Hopefully, this maximal rank property is obvious here, see Remark 3.2.
There is of course a similar result in the case ¢ > p. We feel free to skip the proof.

Corollary 3.3 (The uniform Kreiss-Lopatinskii condition in the case ¢ > p). Let Assumption 3.1
be satisfied, let us assume q > p and let us further assume that the discretization of the Cauchy
problem (14) is stable in the sense of Definition 2.2. Let us decompose the matriz B(z) in (66) as

VzeC\{0}, B(z)= (%8) , By(2) € AN Ngr1+m)(C),  By(2) € Mn(gr1-p),N(g+14)(C) -

If the scheme (32) is strongly stable in the sense of Definition 3.1, then for all R > 2, there exists a
constant Cr > 0 such that for all z € % with |z| < R, there holds

VW e E*(2) NKer By(z), |#]<Cr|By(z)#], (77)
where E* (2) denotes the generalized eigenspace of the matriz M(z) associated with eigenvalues in .

It is not very hard to show that the space E* (z) NKer B, (z) is isomorphic to the stable subspace
E?®(z) of M(z) and thus has dimension N r for all z € % . Moreover, the matrix By(z) has rank N r
for all z € C\ {0}. Hence the estimate (77) is not ruled out by obvious dimensions reasons (for
instance if the rank of By(z) had been smaller than N r).

Let us also observe that if the estimate (77) holds, then the mapping

(2) : # € ]Es(z) — @(z) W ¢ CNat1-ptn)

is injective, so it is an isomorphism. In particular, @(2) has maximal rank for all z € %/. Again,
this maximal rank property is a necessary condition for strong stability.

Remark 3.6. We do not know whether the terminology “uniform Kreiss-Lopatinskii condition” is
really standard in the context of finite difference schemes (probably “uniform Godunov-Ryabenkii
condition” might be more appropriate). Our goal here is to emphasize the link between this condi-
tion and the analogous necessary condition for well-posedness for hyperbolic initial boundary value
problems.

As we shall see below, the vector space E*(z) varies continuously - and even holomorphically
- with respect to z € U . Another way to rephrase Corollary 3.2 is therefore: for all z € U,
E*(z) N Ker B(z) = {0}, that is, CN®P*+") = E3(2) @ Ker B(z). Moreover, for all 1 < Ry < Ry, the
quantity

sup sup ﬂ
Ri<|z|<Rs weEs(2)\{0} [B(2) #|’
remains bounded as Ry tends to 1 and Ry remains fized.

The Godunov-Ryabenkii condition shows that the latter quantity is finite for all 1 < Ry < Ra, but
it does not give any information on how this quantity varies as Ry approaches 1. Some examples
for which the uniform Kreiss-Lopatinskii condition is not satisfied show that this quantity may be
unbounded as Ry tends to 1 (see later on in these notes for the case of the Laz-Friedrichs and
leap-frog schemes).
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The estimate (76), or (77), is a necessary condition for strong stability. The injectivity of the
linear mapping ®(z) in Corollary 3.2 can be tested by first determining a basis (e1(2),...,enr(2))
of E*(z), and by computing the associated (Lopatinskii) N x N r determinant

A(z) := det [B(2) e1(2) ... B(2) enr(2)] .

The vanishing of A(z) is independent of the choice of the basis. The Godunov-Ryabenkii condi-
tion holds true if and only if A does not vanish on %. Some examples of computations of such
determinants are given a little further in these notes for the Lax-Friedrichs and leap-frog schemes
with various choices of numerical boundary conditions. However, the reader will understand that
computing such determinants is not always possible from a practical point of view. For instance,
one numerical scheme based on the Runge-Kutta method and presented in Section 2 corresponded
to r = 8, and it becomes impossible to compute stable eigenvalues in this case. Numerical strategies
are necessary to compute the stable subspace and the Lopatinskii determinant.

In the spirit of [10], our main result shows that the uniform Kreiss-Lopatinskii condition (meaning
the fulfillment of the estimate (76) or (77) according to the sign of ¢ — p) is not only a necessary
condition for strong stability but is also a sufficient condition. Our result requires however a
structural assumption on the operators @), , namely the property of geometric regularity introduced
in Section 2. More precisely, our main result in the case ¢ < p reads as follows.

Theorem 3.5 (Main result for ¢ < p). Let Assumption 3.1 be satisfied, let us assume q¢ < p and
let us further assume that the discretization of the Cauchy problem (14) is stable in the sense of
Definition 2.2 and that the operators Q. are geometrically regular in the sense of Definition 2.5.
For all z € %, we let E*(z) denote the generalized eigenspace of the matriz M(z) in (57) associated
with eigenvalues in D.

Then the scheme (32) is strongly stable in the sense of Definition 3.1 if and only if for all R > 2,
there exists a constant Cr > 0 such that for all z € % with |z| < R, the estimate (76) holds with
the matriz B(z) defined in (58).

Our main result in the case ¢ > p is similar.

Theorem 3.6 (Main result for ¢ > p). Let Assumption 3.1 be satisfied, let us assume q¢ > p and
let us further assume that the discretization of the Cauchy problem (14) is stable in the sense of
Definition 2.2 and that the operators Q, are geometrically regular in the sense of Definition 2.5.
For all z € %, we let E*(z) denote the generalized eigenspace of the matriz M(z) in (65) associated
with eigenvalues in D.

Then the scheme (32) is strongly stable in the sense of Definition 3.1 if and only if for all R > 2,
there exists a constant Cr > 0 such that for all z € % with |z| < R, the estimate (77) holds with
By(2),B,(2) as in Corollary 3.3.

We shall give later on a more practical version of Theorems 3.5 and 3.6, where the fulfillment
of the estimates (76) or (77) will be replaced by a purely algebraic condition (see Proposition 4.1
below). However, this new formulation will rely on the continuous extension of the stable subspace
E*(z) to S, which is still not known. Let us now give a few details on the strategy of the proof.

The proof of Theorems 3.5 and 3.6 relies on the construction of symmetrizers for the equivalent
forms (59) or (67) of the resolvent equation (37). A symmetrizer is a matrix S(z) such that when one
multiplies (59) or (67) by #}; S(z) and use summation by parts (also known as Abel’s transforma-
tion), one more or less ends up with the estimate (60) or (68). A precise definition of symmetrizers
is given below (see Definitions 4.2 and 4.3). The crucial point is to understand the construction of
the symmetrizer when z € % is close to S'. In particular, a crucial issue in the construction is to
understand how the stable subspace E*(z), or E*(z), behaves as z approaches S!. The geometric
regularity condition will first enable us to prove that E*(z) has a limit as z € % tends to a point of
S!. We shall then be able to rephrase the uniform Kreiss-Lopatinskii condition in a more convenient
way (Proposition 4.1) and to construct a symmetrizer which depends smoothly on z.

In order to clarify the proof of Theorem 3.5, we first devote some paragraphs to the proof of
several results that will be intermediate steps for the whole proof. Each step may have its own
interest, so we feel that cutting the proof into several “small” pieces is more appropriate. It also
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clarifies where the assumptions of Theorem 3.5 are needed. There are more or less four main steps
in the proof of Theorem 3.5 (the proof of Theorem 3.6 follows exactly the same strategy):

(1)

(2)

3)

(4)

Reducing the matrix M(z) in (57) to a convenient block diagonal form, that is, showing that
M(z) satisfies the so-called discrete block structure condition defined below (see Definition
4.1). The analysis closely follows [14] and [16, appendix C]. This step is a refined version of
the analysis in [10].

Constructing a symmetrizer for each block in the reduction of M(z). This part of the proof
requires the analysis of quite many cases, which correspond to the possible behaviors of
eigenvalues for the amplification matrix associated with geometrically regular operators.
This is where the analysis and the examples of Section 2 will be useful and this is actually
the main reason why we have given so many examples in Section 2. This part of the proof
is the main novelty compared with [10] since we are able to cover here all the possible cases
while only two of them were allowed in [10]. In particular, the theory developed in [10] could
not cover the singular behaviors displayed in Figures 2 and 4.

Showing that the existence of a symmetrizer implies that the stable subspace extends con-
tinuously to z € S', and thus reformulating the uniform Kreiss-Lopatinskii condition. This
part of the proof is inspired from [15].

Proving energy estimates for the equivalent formulation (59) of the resolvent equation. This
part of the proof already appeared in [10] and there is no modification here.

In what follows, we shall deal with the three first steps of the proof as if they were independent
problems. The main reason for doing so is to clarify which assumptions are needed for each part of
the analysis in view of a future extension to multidimensional problems. To avoid repeating many
arguments, we shall only give the proof of Theorem 3.5 and leave the proof of Theorem 3.6 to the
interested reader. Most of the arguments are the same, in particular the reduction to the discrete
block structure and the construction of symmetrizers. Minor modifications need to be done in the
final derivation of the a priori estimate and we hope that the reader will be thrilled to find these
subtelties hy himself/herself.
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4. CHARACTERIZATION OF STRONG STABILITY: PROOF OF THE MAIN RESULTS

4.1. The discrete block structure condition. The aim of this paragraph is to understand to
which extent the resolvent equation (59), resp. (67), can be “diagonalized”. The goal is more or less
to reduce to a set of scalar equations but this is unfortunately not always possible as we shall see
below. We begin with the following

Definition 4.1 (Discrete block structure condition). Let M be a holomorphic function on some
open neighborhood of % with values in My, (C) for some integer m. Then M is said to satisfy the
discrete block structure condition if the two following conditions are satisfied:
(1) for all z € %, sp(M(z)) NSt =0,
(2) for all z € %, there exists an open neighborhood O of z in C, and there exists an invertible
matriz T'(z) that is holomorphic with respect to z € O such that

Vze O, T(z)"'M(z)T(z)=diag (Mi(2),...,Mp(2)),

where the number L of diagonal blocks and the size vy of each block My do not depend on
z € O, and where each block satisfies one of the following properties:

o there exists § > 0 such that for all z € O, My(z)* My(z) > (1+9) 1,

o there exists 6 > 0 such that for all z € O, My(2)* My(z) < (1 -9)1,

o vy =1, 2 and My(2) belong to S*, and z M}(z) My(z) € R\ {0},

o vy >1, z€ St and My(z) has the form

1 1 0 O

My(2) = £, 0 0 , Ky €S'.
T |
0 ... 0 1

Moreover the lower left coefficient my of M;(z) is such that for all @ € C with Re 6 > 0,
and for all complex number ¢ such that (** = K, my 20, then Re ( # 0.

We refer to the blocks My in the reduction of M as being of the first, second, third or fourth type.

The discrete block structure condition is more precise than the normal form of [10, Theorem 9.1].
Definition 2.2 clarifies the structure of the blocks associated with eigenvalues in S'. Such blocks are
either scalar, which was not clear in [10], or have a “Jordan structure” (blocks of the fourth type).
This clarification will simplify the construction of symmetrizers in the following paragraph. Our
goal here is to prove the following

Theorem 4.1 (Characterization of the discrete block structure condition [4]). Let Assumption 3.1
be satisfied. Then M defined by (57) satisfies the discrete block structure condition if and only if the
operators Qo in (33) are geometrically regular and the discretization (14) is stable in the sense of
Definition 2.2.

Theorem 4.1 is the analogue for finite difference schemes of Theorem C.3 in [16]. The assumptions
of Theorem 4.1 allow more general situations than the cases covered by [10]. In particular, we show
that assumptions 5.2 and 5.3 in [10] are not necessary to reduce M to the discrete block structure.
Before proving Theorem 4.1, we recall the basic observation that was already discussed in Section
2: the geometric regularity of the operators @, is not a consequence of the stability of (14) (except
in some very specific situations, see Lemma 2.7). However, we have seen that many finite difference
schemes used to discretize hyperbolic equations satisfy this geometric regularity condition. We
therefore believe that Theorem 4.1 applies more or less to all finite difference discretizations of the
form (32).

Proof of Theorem 4.1. e Let us start with the “easy” part of the Theorem. We assume here that M
defined by (57) satisfies the discrete block structure condition. Let us first show that the amplification
matrix satisfies the von Neumann condition. Let x € St and let 2 € sp(#/(k)). Let us assume z € % .
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Recalling the definition (16), we obtain (the argument is the same as in the proof of Lemma 3.7)
0 = det( (k) — 2 1) = (—1)N* det [Z 277 Q, (k) — 2° 11 1]

o=0 :

_ (_I)N(erl) SN+ et [Z e Ag(2)
b=—7r

(78)

Since k is nonzero, the relation (74) shows that x € S! is an eigenvalue of M(z), and 2z € %. This
is ruled out by the discrete block structure condition (see condition (1) in Definition 4.1). In other
words, the eigenvalues of &7 (k) belong to D or S, so the von Neumann condition (18) is satisfied.

We are now going to prove that the operators @), are geometrically regular. Let x € S' and let
us assume that z € S is an eigenvalue of &7 (k) with algebraic multiplicity a. The same argument
as above based on relation (74) shows that k is an eigenvalue of M(z). We apply property (2) of
the discrete block structure condition at the point z: there exists an open neighborhood & of z in
C, and there exists an invertible matrix T'(z) that depends holomorphically on z € & such that

Vze 0, T(z)"'M(z)T(z) = diag (M;(2),...,M(2)), (79)
where, for some integer p > 1, there holds
Kk €spMy(z)) <= 1<{<p.

Moreover, the blocks M, ..., My, are of the first, second, third or fourth type. Since we have x € S!,
it is not difficult to check that the blocks My, ..., M, in (79) can only be of the third or fourth
type'!. For all (k, z) sufficiently close to (&, z), we have

“w
det(M(z) — kI) = ¥(k, 2) H det(My(2) — kI), P(k,z)#0,
=1
and ¥ is a holomorphic function of (k, z) near (k,z). Using the relations (78) and (74), which are
both valid for (k, z) close to (k, z), we obtain (for a possibly different function ¢ which is still denoted

?)
det(zI — (k) = ¥(k, 2) H det(My(2) — k1), 9(k,z)#0. (80)

=1
We now examine each determinant det(My(z) — kI) in (80). We recall that My, 1 < £ < p, is
either a block of the third or fourth type, and & is the unique eigenvalue of My (z). If My is a block
of the third type, then we have

det(My(z) — k1) =My(z) —k € C,

e (M) ~ %)
OMy(2) — k
0z |(§,5) = My(z) # 0.
If My is a block of the fourth type, then we have
0 1 0 0
M(2)—sl=r |° 1, (81)
R |
0O ... 0 O

and therefore (we use the notation of Definition 4.1 for blocks of the fourth type)
Odet(Mpy(z) — k1)
0z (5.2)

— (_1)Vg—lﬁljz—1 mf # 0

HThe eigenvalues of a block of the first type necessarily belong to %, and the eigenvalues of a block of the second
type belong to D, see Lemma 4.1 a little further for a refined statement.
12Recall from Definition 4.1 that for a block of the third type, M), (z) can not be zero.
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Applying the Weierstrass preparation Theorem, for which we refer to [11], for each ¢ = 1,..., pu,
there exists a holomorphic function [, defined on a suitable neighborhood of x and that satisfies
Ve=1,...,u, detMy(z) —rI)=9(k,2)(z—Be(r)), Belc)=2z, I(k,z)#0. (82)
Using the latter factorization in (80), we obtain
n
det(z 1 — o/ (r)) = 9(k, 2) [[(z = Be(w)),  D(r,2) #0.
=1

Evaluating at k = k, we find that p equals the multiplicity of z as a root of the characteristic
polynomial of &7 (k), hence p = a. Going back to Definition 2.3 of geometrically regular operators, we
see that it only remains to construct some eigenvectors ey(k) of o (k) associated with the eigenvalues
Be(k) and that depend holomorphically on .

We now go back to the reduction (79). In what follows, Tj(z) denotes the j-th column vector of
the matrix T'(z). Let £ € {1,...,a}. If My(z) is a block of the third type, we define

Ey(k) = Tj,41(Be(k)),  Je = Z ver
=1
where we use the same notation as in Definition 4.1, that is, vy denotes the size of the block M, in
(79) (this size is independent of z). We also recall that the function §, satisfies (82). Since T}, 11(2)
is an eigenvector of M(z) associated with the eigenvalue My (2), we obtain the relation

M(Be(r)) Ee(r) = K Ee(r)

which holds for all k close to k, and E;(k) depends holomorphically on . Let us now consider
the case when Mly(z) is a block of the fourth type. Using the factorization (82), we know that the
matrix My(8e(k)) — I is singular for all x close to k. Moreover, the rank of My(z) — kI equals
vg — 1, see (81), so the rank of My(8¢(k)) — kI is at least vy — 1 for all k. Consequently, the kernel
of My(8¢(k)) — kI is one-dimensional for all « close to k, and the last row of My(8¢(k)) — k1 is a
linear combination of the first v, — 1 rows. We can then construct a vector e;(x) € C* that depends
holomorphically on s and such that'?

e)=(1 0 ... 0), (M(Be(r))—rTI)eu(r)=0.

It is now not difficult to construct a vector E;(x) that depends holomorphically on k, that satisfies

M(Be(r)) Ee(k) = £ Ee(k),  Eo(k) = Tj41(2 Z 7 (83)
=1
Indeed, if we write the vector ey(x) as (y1(k),..., %, (k)), it is sufficient to define

Ey(r) = 71(8) Tior1(Be(r) + -+ 4 Y0, (1) oy (Be(r)) -
Eventually, for all £ = 1,. .., a, we have constructed a vector Ey(r) satisfying (83) and that depends
holomorphically on k. Relatlon (83) shows that the Fy(k)’s are linearly independent eigenvectors of
M(z) associated with the eigenvalue k.
We decompose the vectors Ey(k) as E¢(k) = (E16(K) ... Eptre(k)), where each Ej ¢ belongs to
CN. Using (83), we find

P
Ey(k) = (ﬁp+r_1 Eerr,Z(ﬁ) @EPH’,Z(E) Ep+n£(ﬁ)) ) Z KA (ﬂf( ) E ptr, (k) =0.
j=-—r
In particular, the vectors E, ,¢(k), £ = 1,...,qa, are linearly independent in C. From the defini-

tions (54) and (16), we obtain

( R)THT - Zﬁf )"~ Qo )) Epire(s) = 0.

13To construct e¢(k), it is sufficient to take 1 as its first coordinate, and to determine the last coordinates by
solving the linear system formed by the first vy — 1 rows in the system (M, (8,(x)) — & I)e¢(x) = 0. The last row will
be automatically zero as a linear combination of the other rows.
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Consequently, the vectors defined by

Vi=1,...,a, elr) = (Be(r)* Epire(k) ... Be(K)Epire(k) Epyre(r)) € CNETD
satisfy
Ve=1,...,a, H(k)eir)=L(r)eir).

It is straightforward to check that the vectors eg(k) are linearly independent, so the vectors e;(k)
remain linearly independent for x close to k. We have thus proved that the operators @, are
geometrically regular. Proposition 2.3 shows that the discretization (14) is stable in the sense of
Definition 2.2 (because the von Neumann condition is satisfied).

e From now on, we assume that the operators @), are geometrically regular and that the dis-
cretization (14) of the Cauchy problem is stable. In particular, Proposition 2.2 shows that the
matrix & (k) is uniformly power bounded for £ € S'. Our goal is to show that the matrix M(z)
defined by (57) satisfies the discrete block structure condition of Definition 4.1. Since the proof is
quite long, we split it in several steps.

Step 1. First of all, condition (1) of Definition 4.1 follows from Lemma 3.7. This property
immediately implies that the discrete block structure condition is satisfied in the neighborhood of
any z € % . More precisely, let z € 7/. In a small neighborhood & of z, the generalized eigenspace
associated with eigenvalues of M(z) in D and the generalized eigenspace associated with eigenvalues
of M(z) in % both depend holomorphically on z € & (this follows from the Dunford-Taylor formula
for projectors, see the proof of Lemma 2.6). We can then reduce M(z) to a block diagonal form

T(z)"'M(2) T(2) = diag (M, (2), My(2)), My(z) € #n.(C), My(z) € Mn,(C),

where the eigenvalues of M, (2) belong to I and the eigenvalues of My (z) belong to % . The dimension
of each block follows from Lemma 3.7. The invertible matrix T'(z) depends holomorphically on z € &.
Then we use the following classical result.

Lemma 4.1. Let M € #,,(C). Then the spectrum of M is included in D if and only if there exists
an invertible matriz P and a positive constant & such that

(P*MP*(P'MP)<(1-0)I.

Similarly, the spectrum of M is included in % if and only if there exists an invertible matriz P and
a positive constant & such that

(P'MP)y*(P'MP)>(1+6)I.

Proof of Lemma 4.1. Let M € #,,(C) be such that there exists an invertible matrix P and a
positive constant § satisfying

(PT'MP*(P*MP)<(1-6I.

Let p be an eigenvalue of M, and let us consider an eigenvector that we write under the form P X,
with X € C™, |X| = 1. Then we have P~' M P X = 1 X, and

P =|(P'MP)X[?<1-6<1,

so the spectrum of M is included in D.
Let now M € #,,(C) have its spectrum included in D. Let us first choose an invertible matrix
P that reduces M to its Jordan form

M1 91 0 0

P'MP=
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with g; € D and 6; € {0,1}. Introducing P. := diag (1,¢,...,e™™ 1), £ > 0, we have
M1 591 0 0

pipiympp =% 0
. . € om—l
o ... O L,
Since the matrix I — diag (|u1]?, ..., [im|?) is positive definite, the matrix

I—(P-*P*MPPRP)(P-'P'MPP,)

is positive definite for ¢ > 0 sufficiently small and the result follows. The analysis in the case of
eigenvalues in % instead of D is similar. O

Up to a constant change of basis (which modifies T'(z) but keeps the holomorphy), we can thus
achieve the inequalities

M, (2)" My(2) < (1-26)1, My(2)"My(2) > (1+20)1

for some positive constant §. Thanks to a continuity argument, we can conclude that the discrete
block structure condition is satisfied in a sufficiently small neighborhood & of z € % . The reduction
only involves one block of the first type and one block of the second type.

Step 2. We now turn to the case z € S'. If M(z) has no eigenvalue in S' then we are reduced
to the preceeding case. We thus assume that M(z) has some eigenvalues in S'. More precisely, let
Ky, ..,k denote the elements of sp(M(z))N' S, and let g, . . ., . denote the corresponding algebraic
multiplicities of these eigenvalues. The generalized eigenspace Ker(M(z) — K1 )% is denoted K;.
For z sufficiently close to z, we also let K;(z) denote the generalized eigenspace of M(z) associated
with its o; eigenvalues that are close to r;. The space K; j(2) depends holomorphically on z (same
argument as in Lemma 2.6) and satisfies K i(z) = K. Then for z in a small neighborhood & of z,
we can perform a block diagonalization of M(z) With a holomorphic change of basis:

T(2)"' M(2) T(2) = diag (M (2), My(2), Mi(2),.... My(2)),

where the eigenvalues of M, (z) belong to D, the eigenvalues of My(z) belong to %, and for all
Jj=1,...,k, the a; eigenvalues of M;(z) € .#,,(C) belong to a sufficiently small neighborhood of
;. As in the preceeding case, we can always achieve the inequalities

Vee o, My(2)*My(z) <(1—0)1, My(2)"My(z) > (1+6)1

for some constant ¢ > 0, so from now on we focus on the blocks M,(z). For the sake of clarity, we
shall only deal with the first block M;(z). This is only to avoid overloaded notations with many
indeces. Of course, the analysis below is valid for any of the blocks M;(z). We are going to show
that in a convenient holomorphic basis of K;(z), the block M (z) reduces to a block diagonal form
with blocks of the third or fourth type. The proof follows the analysis of [14, 16].

Step 3. Following [11], we first study the characteristic polynomial of My (z). For z close to z,
the a; eigenvalues of M (z) are close to k;. Combining the relations (74) and (78), we obtain
det(My(z) — k I) =9(k, 2) det (2 I — (k) , (84)

where ¢ is holomorphic with respect to (k,z) and does not vanish on a small neighborhood of
(ky,2). We know that z € S! is an eigenvalue of &7 (k;) so we can use the geometric regularity of
the operators Q. For (k, z) in a sufficiently small neighborhood of (&4, 2), (84) reads

det(M, (2) — k1) ]:[ (2 — B;(x (85)

where «a is a fixed integer (not necessarily equal to 041)7 and the §;’s are holomorphic functions on
a neighborhood # of k, satisfying (8;(k;) = z. Thanks to the uniform power boundedness of the
matrices (k) for k € S', we know that |3;(x)| <1 for k € S' N #. Using the Taylor expansion

1811 € )" = |z + ik, (1) € + 0(6)|” = 1+ 2Re (125, B}(,)) €+ 0(€),



58 JEAN-FRANCOIS COULOMBEL

for £ € R close to 0, we obtain that there exists a real number o; such that

Ky Bj(ky) =05z, oj €R. (86)

Thanks to (85), we can see that k; is a root of finite multiplicity of the holomorphic function
z— 0B;(-). (For otherwise, the function z — §;(x) would be identically zero for all k close to k4, and
this is ruled out by (85).) Consequently there exists an integer v; > 1 such that

V=1,...05-1, 8k) =0, B (k)#0. (87)

We can apply the Weierstrass preparation Theorem to the holomorphic function z — 3;(x). For all

j=1,...,q, there exists Pj(k,z) that is a unitary polynomial function in x with degree v;, such
that for (k, z) close to (kq, z), there holds

Z_ﬁj("{) :ﬁ(ﬁﬂz)Pj(K7Z)7 Pj(’ivg) = (’%_ﬁl)’/j ’ 19(@171) #0. (88)

Using (88), (85) reduces to
det(My(2) — kI) = 9(k, 2) 1:[ Pj(k,z) .
j=1

For z close to z, the polynomial P;(-, z) has v; roots, and these roots are close to ;. Consequently,
the size of the block M (2) equals v1 + - - - + v,. We also know that the size of this block equals aq,
the algebraic multiplicity of k; as an eigenvalue of M(z). Up to reordering the terms, there exists
an integer u (possibly zero) such that

vp=---=v,=1, VE_H,...,VQEZ.

For j = 1,...,p, we have §7(k;) # 0, see (87), or equivalently o; # 0 in (86). Therefore 3; is a
biholomorphic homeomorphism from a neighborhood # of k; to a neighborhood & of z. We let
m; denote its (holomorphic) inverse. With such notation, we obtain Pj(k, z) = kK — m;(z) for all
i=1..,u.

Using the relation (88), we also obtain 9, Pj(k;,2z) # 0. Then Puiseux’s expansions theory shows
that for z close to z and z # z, the v; roots of P;(-, z) are simple, see for instance [1]. More precisely,
Puiseux’s expansions theory shows that the v; roots of P;(-, z) behave asymptotically, at the leading
order in (z — z) as the roots of

(k — K1) +0.Pj(ky,2) (2 —2) =0,

when z is close to z.

Step 4. For each eigenvalue §;(k), j = 1,...,a and & close to k;, we know that </(k) has a
holomorphic eigenvector e;(x) € CN(T1 . Using the definition (16) of <7, we find that e; (k) reads
(k)" e;(k)
. p
Vi=1,...,a, ek = : L oei(r) €TV, YT R AN(B; (k) ej(r) = 0.
Bi(r) e;(r) =
e;j(r)
The vectors e; (£, ), - . ., €4(k; ) are linearly independent in CV because e; (&, ), . . -, €4 (k) are linearly
independent in CV(+1)| Therefore when & is close to ,, the vectors e (k), . .., e, (+) remain linearly

independent. We define
KPHT L e (k)
Vi=1,...,a, Ejk):= : e CNw+n)
K €;(rk)
e;j(r)
These vectors depend holomorphically on &, they are linearly independent in CN®+7) for £ close to
Ky, and Ej(k) is an eigenvector of M(3;(k)) associated with the eigenvalue k:

Vi=1,...,a, (M(Bj(r))—~rI)E;(k)=0. (89)
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In particular, for j = 1,..., pu and for z in a neighborhood & of z, we have
Vi=1,...,p, VYze O, (M(z)—m;(2)I)E;(m;(z))=0. (90)

Let us recall that m; is the holomorphic inverse of 3; for j = 1,..., u, that is when ﬁ; (ky) # 0.
For all j = 1,..., u, we have thus constructed a holomorphic eigenvalue m;(z) and a holomorphic
eigenvector Fj(m;(z)) of M(z). Moreover, we have m/;(z) = 1/3}(x;) so we get

-1
Vi=1,...,u, m;z) =5 €S, zmj(z)m;(z) = — € R\ {0}.
J

Step 5. We now turn to the most difficult case j = u +1,...,a (that is, o; = 0). We start from
the relation (89), differentiate this relation v; — 1 times with respect to x, and evaluate the result
at k = k;. This yields

(M(2) — £, 1) Ej(ky) =0,

— Ej(ky) + (M(é) — kK I) E;‘(ﬁl) =0,

v;—2 vi—1
— (= DB () + (M(2) — 5, 1) BV () = 0.
Then for all j = p+1,...,a, we define the following vectors:

vi—1
K

(ByareeerEy,) = (B 5 B g B (o1
that satisfy
(M(g) — Ky I) E; =0, Yv=2,...v, (M(g) — Ky I) E,,=rE;, 4. (92)
Using the relations (90) and (92), we can show that the vectors
Er(6y), - Eu(sy),  Eppan, B o Eane i By

are linearly independent. Moreover, these a; vectors span the generalized eigenspace K; of M(z)
associated with the eigenvalue k; (they all belong to this space and they are linearly independent
so they form a basis). So far we have thus obtained a basis of K; in which the block M (z) reads

1 1 0 O
. o . .0
M, (z) = diag (517""@>Mu+1""7Mg)7 M;:=r | c.#,,(C).
o Do
0O ... 0 1

In the next step of the analysis, we are going to extend the definition of the vectors E;, to a
neighborhood of 2.

Step 6. Let us recall that for all j =1,...,a, the polynomial P;(-, z) is defined by (88). We can
choose r > 0 such that for z in a neighborhood & of z, the v; roots of P;(-, z) belong to the disc of
center £, and radius r/2. Then for all z € 0, for all j = p+1,...,a and for all v = 1,...,v;, we
define a vector E; ,(z) by the formula

v—1

k1T (v —v)! O Pj(k, z)
E;, A e A Iz IV ) dk .
)= B R [ S B as
Cauchy’s formula shows that for 2 = 2, Ej,(z) coincides with the vector E,, defined by (91).
Moreover, E; () depends holomorphically on z € &. In particular we can choose the neighborhood
O such that for all z € &, the vectors

Ei(mi(2)), .., Eg(mu(2),  Eu11(2)s- - Byt (2), ooy Ea1(2),- 00 Ba, (2),

are linearly independent. We are now going to show that these vectors span the invariant subspace
Ki(z), and that in this basis of K;(z), the matrix M (z) is in block diagonal form with blocks of
the third and fourth type (the proof will be almost finished then !).
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For z close to z and j = p+1,...,a, we let F;(z) denote the vector space spanned by the linearly
independent vectors Ej1(2),...,Ej,,(z). For j =1,..., u, we let F;(2) denote the one-dimensional
vector space spanned by E;(m;(z)). Then for all j, the dimension of F;(z) is v;. Moreover the sum
of the F;(z) is direct and has dimension ay. We already know that for j = 1,...,u, E;(m;(z)) is an
eigenvector of M(z) for the eigenvalue m;(z), see (90). Consequently, F;(z) is stable by the matrix
M(z) and F;(z) C Ki(2) for j =1,...,u. We are now going to show that the same properties hold
true for j=pu+1,...,a. N

For z = z, thanks to (92), we know that F;(z) is stable by M(z) and F;(z) C K,. From now on
we thus consider a fixed z € 0\ {z}. Forall j = u+1,...,a, welet x;1,...,k;,, denote the v;
disctinct roots of the polynomial P;(-, z). (We recall that these roots are distinct thanks to Puiseux’s
expansions theory.) These roots belong to the disc of center x; and radius /2. Therefore, using the
residue Theorem, we obtain

Vj
Bju(2) =Y wjvm Ej(Kjm),
m=1

for some suitable complex numbers wj ;... Therefore F;(z) is contained in the vector space I~Fj (2)
spanned by the vectors E;(kj,1), ..., E;(kj,,). Because the dimension of F;(z) is v, we can conlude
that the dimension of E(z) is also v; and F;(z) = FJ(Z) Let us now show that ﬁj (z) is stable
by M(z). We know that P;(kjm,2) = 080 z = B;(kjm). Using (89) we see that E;(k;.m) is an
eigenvector of M(z) for the eigenvalue x; ., that is close to k. Consequently the vector space ITTj (2)
is stable by M(z) and ﬁ‘j (2) C Ki(z). Since F;(z) = Fj(z), we have proved that for all j =1,..., ¢,
F;(z) is stable by M(z) and F;(z) C K;(z). Using a dimension argument, we have obtained

Ki(2) =F1(2) ® - @ Fa(2),

and each F;(z) is a stable vector space for M(z). Moreover, the characteristic polynomial of the
restriction of M(z) to F;(z) is P;(-,z). We have thus constructed a holomorphic basis of K;(z) in
which the matrix M (z) reads

M (z) = diag (mq(z),... My (2), Myt (2), .- - M (2)) -

We also know that the characteristic polynomial of M;(z) is P;(-, z) for j = p+1,...,a, and M;(2)
is the Jordan block M ; defined above (same expression as in Definition 4.1). The size of each block
in the reduction of M (z) is independent of z.

Step 7. The only remaining task is to obtain the property stated in Definition 4.1 for the lower
left corner coefficient m; of Mj(z), j = p+1,...,a. We know that P;(s,z) is the characteristic
polynomial of M;(z), and (88) gives 0, Pj(k;,2) # 0. According to the form of M;(z) = M, we also
have

* =K 0
: 0 vi—1
0.P;(ky,2) = det =—K, “mj.
* 1
—mj 0 0

Hence m; is not zero. Let § € C satisfy Re § > 0. For ¢ > 0, we define z. := z(1 +¢#0) € %.
The eigenvalues of M;(z.) are the roots of P;(-,z.). According to Puiseux’s expansions theory, the
eigenvalues x1(g), ..., Ky, (€) of M;(z:) have an asymptotic expansion of the form

ku(e) = 1y (14679 ¢, + 0(¥")), (93)
where the complex numbers (, are such that
0= Pj(ru(e). 2) = (mu(e) = 51)" = &' my (22 — 2) +0(e)
= (7 ¢ — &Y myz0) e+ o(e).
In other words, the (,’s are the roots of the equation

¢ =k mjz0,
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and the v; roots of this equation are simple. Our goal is to show that none of these roots is purely
imaginary. Let us argue by contradiction and let us therefore assume that, say, (; is purely imaginary.
We write ¢; = i&;. Then some simple Taylor expansions (recall (93)) yield

Iﬁ}l(f) _ ei& /vy _ 0(82/yj>
g} ’

VYv=2,...,v L(g)_eiglgl/uj 20(51/”7')7
ag]

and we get

‘det (M](ZE) — K ei§1 c1/v I)) _ H (X3 el/vj

ku(e) — Ky e = 0(51+1/”f) . (94)

To complete the proof, we need the following

Lemma 4.2 ([10]). Let Assumption 3.1 be satisfied, and let us assume that the discretization (14)
is stable in the sense of Definition 2.2. Then there exists a constant C' > 0 such that for all z € U
and for all k € S, there holds
M(z) - s D) <L
() ~ w07 < 0
Let us assume for the moment that Lemma 4.2 holds. Then using the block diagonalization of

M(z) in the neighborhood of z € S*, we find that there exists a constant C' > 0 and a neighborhood
O of z such that for all z € 0 N % and for all kK € S!, there holds

c

(TE) T MET(E) —w D)7 < g

In particular, for all € > 0 sufficiently small, and all k € S!, there holds (recall z. = z (1 + £6) and
Re 6 > 0)
_ C
(M)~ m 1) < ©

This inequality is uniform with respect to x, so we can use it for K = k; i€ieMi Using (94),
and the classical formula P~ = Com(P)”/ det(P) for an invertible matrix P, we obtain that the
comatrix of M;(z) — k, I vanishes. However, this is impossible because the rank of M;(z) — ;I is
v; — 1. We have thus obtained that all the roots ¢, have nonzero real part. O

Proof of Lemma 4.2. We first apply Proposition 2.2 and the Kreiss matrix Theorem (Theorem 2.1):
since the amplification matrix o7 (k) is uniformly power bounded for x € S!, there exists a constant
C > 0 such that

VieS', Vzew, |(ﬂ(,@)—21)—1§2|0_1. (95)

Let 2 € %, k €S', and let Y = (y,0,...,0) € CNGHD with y € CN. We are going to compute
the vector (o7 (k) — zI)~' Y. Indeed, let us denote X = (zq,...,z,) € CNCE*D the unique solution
to the linear system (&7 (k) —zI) X =Y. We have

VYo=0,...,s8, x,=2""x,
S
(I - Z 2701 Qc,(/@)> Te=—2 "1y,
o=0

The inequality (95) gives (|z| — 1) |X| < C'|y| so in particular, we have (|z| — 1) |xg| < C'|y|. Using
the relation xy = z° x5, we get the estimate

S

—1
Cle|~* ~
|xs| S ‘Z| |y| ’ where Ts = _Z_S_l (I - Z Z_(T_l QU("“) Y.

|Z‘ -1 o=0
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The latter matrix is invertible for otherwise, </ (x) — z I would have a nontrivial kernel. Taking the
supremum over iy € CV, we obtain that there exists a constant C' > 0 such that

2|
2 =1

s -1
VeSS, Vzew, (I—Zz“’_l@(fi)> <C
o=0

Using the relation (this relation already appeared earlier in the proof of Theorem 4.1)

s p
I- Zz_"_l Qo (k) = Z kY Ag(2),
o=0 b=—r
we have just proved that there exists a constant C' > 0 such that

g NPT

1 ¢ o
VeeS!, Vzew, (LZTH Ag(Z)) SC|Z|—1' (96)
We now consider a vector b = (by,...,b;_,) € CN®P*) and we let X = (z,_1,...,7_,) denote

the unique solution to the linear system (M(z) — xI)X = b (Lemma 3.7 shows that the matrix
M(z) — kI is invertible). From the definition (57), we obtain the relations

l+r—1
Ve=1—r....p—1, = z_, + Z K be_j,
§=0

K" ( Z K’ Ae(Z)) Ty =—b(k,2),

b=—r

with a vector E(Ii, z) defined by

_ p—1 l+r—1 . ptr—2 _
b(k,z) == Ap(2) by + Z Ay(2) Z K bo—j + kA (2) Z K bp_1—; .
t=1-r j=0 j=0

For z € % and k € S, we have a uniform bound

|E("ia Z)' < Co ‘bl )
because the matrices A;(z) are uniformly bounded for z € %, see (54). We then use the estimate
(96) to obtain the upper bound

||

| <
el <O

1o,

with a constant C that is uniform with respect to £ € S' and z € %. The other components
Ti—r,...,Tp—1 of x are easily estimated in terms of z_, and b. We have thus proved that there
exists a constant C' > 0 such that for all z € % and for all x € S!, we have

Ed

2)—rI)7?
(4(z) w71 < C g

0] .
The proof of Lemma 4.2 is complete. O

Theorem 4.1 shows that under the assumptions of Theorem 3.5, the matrix M(z) satisfies the
discrete block structure condition. We are now interested in constructing a symmetrizer for M(z).
Rather than working on M(z) directly, we shall work on this partially diagonalized form of M(z)
and eventually go back to M(z) by changing basis.
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4.2. The construction of symmetrizers. The following terminology was borrowed from [15] and
adapted to the context of finite difference schemes in [4].

Definition 4.2 (K-symmetrizer). Let z € %, and let M be a function defined on some neighborhood
O of z with values in M, (C) for some integer m. Then M is said to admit a K-symmetrizer at z
if there exists a decomposition

Cm — E§ @ E?L ,

with associated projectors (w®, "), such that for all K > 1, there exists a neighborhood Ok of z,
there exists a €°° function Sk on Ok with values in H7,, and there exists a constant cx > 0 such
that the following properties hold for all z € O N U :

o M(z)" Sk(z) M(z) — Sk(2) 2 ck (]2 —1)/|2[ 1,

o for all W € C™, W* Sk (2) W > K? |z W|? — |z° W%

If M is a function defined on a neighborhood €@ of % with values in M,,(C) for some integer m,

then M is said to admit a K-symmetrizer if it admits a K -symmetrizer at all points of U .

We recall that in Definition 4.2, 47, denotes the set of Hermitian matrices of size m.

A few remarks should be made. In the decomposition as a direct sum of C™, E® should be thought
of as the stable subpsace of M(z), meaning the generalized eigenspace associated with eigenvalues
in D, and E* should be thought of as the unstable subpsace of M(z), meaning the generalized
eigenspace associated with eigenvalues in %, see Lemma 4.3 below. The main difficulty arises when
there are also eigenvalues on S' so that one needs to determine whether such neutral eigenvalues
should be counted as stable or unstable.

The goal of the symmetrizer is basically to make the matrix M (z)* Sk (z) M (z) — Sk (z) positive
definite by putting a large positive weight K2 on the unstable components and the negative weight
—1 on the stable components. As explained below, this is rather easy when stable and unstable
eigenvalues decouple. This decoupling occurs either when M (z) has no eigenvalue on S' or more
generally when there is no “singular” crossing of stable and unstable eigenvalues on S'. The con-
struction of the symmetrizer becomes much more involved when M(z) has at least one eigenvalue
on S' that corresponds to such a crossing, because then one needs a precise description of how the
spectrum of M (z) behaves when z is close to z. For the stability analysis of finite difference schemes,
the reduction of M to the discrete block structure (Theorem 4.1) was precisely performed in order
to give the information required for this construction.

Before stating the main result of this paragraph, which is Theorem 4.2 below, let us give a rather
elementary result which explains some necessary properties for the existence of a K-symmetrizer.

Lemma 4.3. Let z € %, and let M be a function defined on some neighborhood O of z with values
in My (C) for some integer m. If M admits a K-symmetrizer at z, then M (z) has no eigenvalue on
S!. Furthermore, the vector space E® in the decomposition of C™ contains the generalized eigenspace
associated with eigenvalues of M(z) in D.

Lemma 4.3 shows that in the “interior” case z € % there is more or less no choice for E® in the
decomposition of C™. For dimension reasons, the vector space E* will be chosen to be exactly the
generalized eigenspace associated with eigenvalues in D (stable eigenvalues). There is more freedom
in the choice of E* but the most natural choice will be the generalized eigenspace associated with
eigenvalues in % (unstable eigenvalues). The limit case z € S will be analyzed by a continuity
argument.

Proof of Lemma 4.3. Under the assumption of the Lemma, we know (apply Definition 4.2 with
K = 1) that there exists a Hermitian matrix S such that M(z)* S M(z) — S is positive definite.
Here we have used the assumption |z| > 1. If X is an eigenvector for M(z) associated with an
eigenvalue x € S!, we have

X*(M(2)" SM(z) =8) X = (|&* 1) X* S X = 0.

Since M (z)* S M(z) — S is positive definite, this implies X = 0. Hence M (z) has no eigenvalue on
St
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Let us now consider a vector W in the generalized eigenspace of M(z) associated with eigenvalues
in D. We then define a sequence (W;) € £2 by the iterative formula

Wy =W, Wiy =M()W;,j=>1.

For K > 1, the point z belongs to the set &k on which the mapping Sk is defined. For all j > 1,
there holds

W (M(2)" Sk(2) M(2)) Wy = (M(2) W;)" Sk (z) M(2) W; = W)y, Sk (2) W1 .

We thus get the following relations for all integer J > 1:

J
0=3" W} (M(2)" Sk(2) M(2) Wy = Wiy Sk(2) Wi

J
=Wy Sk(2) Wi = Wi, Sk(2) Wog + YW (M(é)* Sk (z) M(z) - SK(é)) Wj.

=1

Observing that the matrix M (2)* Sk (z) M(z) — Sk(2) is positive definite and that W1 tends to
0 as J tends to infinity, we can pass to the limit with respect to J and obtain

Wi S (2) W1 < 0.

‘We now use the second property of the symmetrizer Sk, see Definition 4.2, and we have thus obtained
1
W < =z W]|.
[z W< o lx* W]

Since the latter inequality holds for all K > 1, and the vector W as well as the projectors are
independent of K, we can pass to the limit and obtain W € E®. The proof of Lemma 4.3 is
complete. O

Our main result in this paragraph reads as follows. This result was partly achieved in [4] and
completed in [5].

Theorem 4.2 (Existence of a K-symmetrizer [4, 5]). Let Assumption 3.1 be satisfied, and let M
defined by (57) satisfy the discrete block structure assumption. Then M admits a K-symmetrizer
and at each point z € U, the dimension of the vector space E* in the decomposition of CN@+r)
equals N r.

We emphasize that at this stage, no assumption on the numerical boundary conditions has been
made. More precisely, Theorem 4.1 characterizes the block structure condition by means of some
properties of the operators @, used in the discretization of the hyperbolic operator. According to
Theorem 4.2, the existence of a K-symmetrizer is completely independent of the numerical boundary
conditions used in (32). In the following paragraphs, we shall see how the result of Theorem 4.2
can be used to obtain the existence of a Kreiss symmetrizer (the terminology is introduced below).
As in [15], the Kreiss symmetrizer is the main tool in showing strong stability for the numerical
scheme (32). It will be obtained by using the result of Theorem 4.2 with a large enough parameter
K, provided that the uniform Kreiss-Lopatinskii condition holds (see the following paragraphs for
more details).

Proof of Theorem 4.2. We start the proof of Theorem 4.2 by showing two rather elementary results,
the proof of which relies on some manipulations of Definition 4.2.

Lemma 4.4. Let z € %, and let My, resp. My, be a function defined on some neighborhood € of z
with values in My, (C), resp. Mpm,(C), for some integer my, resp. mq. Assume that both My and
My admit o K-symmetrizer at z with corresponding vector spaces B, E5 of dimension pq, po.

Then the block diagonal matriz diag(My, M2) € Moy, +m,(C) admits a K-symmetrizer at z with
a vector space E® of dimension p1 + po.
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Proof of Lemma 4.4. For all vector W € C™ ™2 we let W; € C™ denote the vector formed by
the my first coordinates of W and W5 € C™2 the vector formed by the my last coordinates of W.
Then we set

E° = {WeC™™™ /(Wy,Ws) €E; xE3}, E":={WeC™™/(W,W,) €E} xE}}.

It is straightforward to check that E* and E* are complementary vector spaces in C™1 %2 and that
E® has dimension pu; + p2. The projectors m*, 7% satisfy

YW e Cmitme W = ™ Wi "W = i Wi .
b) —_ 75 b _ E72J, W2

Let K > 1, and let Ok denote a neighborhood of z on which both mappings Sk 1, Sk 2 respectively
symmetrizing My, Ma, are defined. For z € Of, we define Sk(z) := diag(Sk1(2),Sk2(z)) €
Hony+ms, and it is now a simple exercise to check that Sk satisfies all the properties required for a
symmetrizer. The proof of Lemma 4.4 is therefore complete. ]

Lemma 4.5. Let z € %, and let M be a function defined on some neighborhood € of z with values
in M (C) for some integer m. Assume that there exists a € function T defined on & with values

in Gl (C) such that T=Y M T admits a K-symmetrizer at z with a vector space ES of dimension p.
Then M admits a K-symmetrizer at z with a vector space E® of dimension .

Proof of Lemma /.5. The proof is slightly more subtle than the proof of Lemma 4.4 but remains
quite simple. First of all, since T is smooth, there is no loss of generality (up to restricting &) in
assuming that there exists a constant ¢ > 0 such that for all z € &, there holds

1
YW eC™, c|W|<|T(z)'W|< - |W|. (97)

We define the complementary vectors spaces

~S

E =T()E, E'=TEE,
where ES,Eu are the complementary vector spaces given by the existence of a K-symmetrizer for

T 'MT. N
Let now K > 1. We fix K > 1 such that

1, = 1
§C4K2ZK2+§. (98)

For such a I~(, that only depends on K, there exist a neighborhood Ok of z, a constant éx > 0 and
a ¢ mapping Sk defined on Ok with values in 7, such that
2| -1

Vze Ok N%, (T-'MT)(2)" Sk(z) (T~ MT)(z) — Sk(z) > éx 5

)

VW eCT, W'Sk()W = K& W[ — |z W
For z € O, we define
2
c .S _
Sk (2) 1= 5 (T71(2))" Sk (2) T (2),
and we are going to show that Sk symmetrizes M. Let W € C™ be decomposed as W = W* + W*
according to the decomposition C™ = E*@E". Then T-1(z) W* and T~1(z) W* are the components

of the vector T~1(z) W according to the decomposition C™ = Es &) Eu. Consequently, we have

2

2

2

WSk W =S (T )W) Sk T QW 2 5 KX T () WP - - [T (2) W]

62 2

= SR WP - S T ) WP

Using the estimate (97), we end up with

4 1 1 1
WSk W = g K2 W= S WP > <K2 * 2) W = W,
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where in the end we have used the inequality (98). By continuity, up to restricting the neighborhood
Ok, there holds

W* Sk (2) W = K2 W — [W*|?,
for all z € Ok, and therefore for all z € O N 7 . Let us now check the second property for Sg. If
z € Ox N %, we have

M(2)* Sk (z) M(z) — Sk (%)

<
2

(M) (@ (2)" Sk(:) T (2) M(2) = (T4 (2))" S () T (2))

02

= ST )" (T MD)(=)" Sie(2) (T MT)(2) = Sxe(2)) T (2)

Ao |zl -1, Aeg |z -1
LT 7(2) >
> By i s S B

where we have used (97) again. The proof of Lemma 4.5 is thus complete. U

We now turn to the proof of Theorem 4.2. First of all, Lemma 4.5, combined with Lemma
4.4, shows that it is sufficient to construct a K-symmetrizer for each block of the first, second,
third or fourth type arising in the discrete block structure, see Definition 4.1. If we wish the
corresponding vector space E° to have dimension N r, it is sufficient to show that for each block
My, the corresponding vector space Ej arising in the K-symmetrizer decomposition has a dimension
equal to the number of stable eigenvalues of the block. More precisely, let us consider a block My(z)
defined in the neighborhood of z € % and occurring in the discrete block structure of M(z). There
is no restriction in assuming that M is defined on the open disk B(z,r) centered at z and of radius
r. In particular, the set B(z,7) N % is connected. On B(z,r) N %, My(z) has no eigenvalue in S!
so there is no ambiguity in defining an integer u, equal to the number of eigenvalues of My(z) in
D when z belongs to B(z,r) N % (this number is independent of z). The number i, is called the
number of stable eigenvalues of the block My, and is made explicit below for each type of block.
Lemma 3.7 shows that the sum of the p,’s equals N r.

e Blocks of the first type. Let z € %, and let us consider a block Mp(z) of size m, defined on
a neighborhood & of z and satisfying My(z)* My(z) > (1 + §) I for some constant § > 0 that is
independent of z. Lemma 4.1 shows that all eigenvalues of M(z) belong to % so the number of
stable eigenvalues of such a block equals zero. Let K > 1, and let us define Ej := {0}, E; := C™«.
(Observe that the dimension of E; equals the number of stable eigenvalues of the block.) We also
define the symmetrizer Sg as Sk (z) := K2 I independently of z. With these definitions, the relation

W* Sk (2) W = K [W|? = K |my W|* — [z W?, (99)
is obvious. Moreover, there holds
2] -1

My(2)* Sk (2) Me(z) — Sk (z) = K* (Me(2)* My(2) — I) > K*61 > K*§ 7

I.

We have thus shown the existence of a K-symmetrizer at z for a block My of the first type.

e Blocks of the second type. Let z € %, and let us consider a block My(z) of size m, defined on a
neighborhood & of z and satisfying M (z)* M(z) < (1—46) I for some ¢ > 0 that is independent of z.
Lemma 4.1 shows again that all eigenvalues of My(z) belong to D so the number of stable eigenvalues
of such a block equals my. Let K > 1, and let us define E; := C™¢, Ey := {0}. We also define the
symmetrizer Sk as Sk (z) := —I independently of z, and the reader can easily adapt the argument
developed for blocks of the first type to show that Sk satisfies all the properties required for a
symmetrizer. We observe again that the dimension of Ej equals the number of stable eigenvalues of
the block.

e Blocks of the third type (part I). We recall from Definition 4.1 that blocks of the third type
are scalar and can only occur for z € S!. We thus consider a holomorphic function M, defined on a
neighborhood & of z € S! and satisfying M, (z) € S', 2M)(z) M,(z) > 0. (According to Definition
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4.1, zMj(2) M¢(z) is a nonzero real number so we first consider the case where this number is
positive.) Let us first show that there is no stable eigenvalue in that case. For € > 0 small enough,
(14 ¢) z belongs to & N % and Taylor’s expansion reads

M,((1+¢)2)
M(2)

In particular, the modulus of M,((1 + €) z) is larger than 1 for € > 0 small enough and there is no
stable eigenvalue for such a scalar block. Unsurprisingly, we thus define E; := {0}, E; := C, and
Sk (z) := K? independently of z. This symmetrizer trivially satisfies the property (99). Following
the analysis performed above for blocks of the first type, the result relies on a lower bound of the
quantity |[My(z)|? — 1 for z € &N % . This lower bound is derived in the following Lemma which we
state separately for the sake of clarity.

=1+ 2Mj(2) My(2) e + O(e?).

Lemma 4.6. Let f be a holomorphic function defined on a disk B(1,r) centered at 1 and of radius
r >0, verifying f(1) =1, Re f’(1) >0, and

Vze B(1,r)nS', |f(z)| >1.
Then there exists a constant ¢ > 0 such that, up to diminishing r, there holds
Vze B, )N%, |f(z)P—=1>c(z]—1).
Proof of Lemma /.6. For 7 in a sufficiently small neighborhood of 0, we define:
h(r) = In f(e7),
where In denotes the standard complex logarithm defined on C\ R™. We have #'(0) = f'(1), and

h(7) has nonnegative real part when 7 is purely imaginary. Using the notation 7 = z 4 i y, a direct
Taylor expansion yields

Re h(7t) = Re h(iy) + Re (h(1) — h(iy)) > Re (h(r) — h(iy)) = Re (W' (iy) x) + o(z)
= (Re f'(1))z + o(x),
where the last equality holds for sufficiently small r (and the smallness condition only depends on
f). We have thus shown the estimate
Re f'(1)
2

for all 7 of nonnegative real part close to 0. The estimate for |f(2)|? for z € B(1,r) N % easily
follows:

FP =1=(f)]+ D) (1f(2)] = 1) = (|f(2)] + 1) (eBe "= 1)

Re h(1) > Re 7,

/
2%(1) Re Inz.
O

Remark 4.1. The assumption |f(z)| > 1 for all z € B(1,7) NSt is absolutely necessary in Lemma
4.6, and it is no consequence of the assumption Re f'(1) > 0. The reader may for instance consider
the example
f@)=1+(=-1)+ <;—|—2) (z—1)2,

which satisfies f(1) =1, f'(1) = 1. However, if one considers the points zo, := 1+ ia, with a > 0
small enough, there holds | f(z4)|?—1 < 0 and zo € % . This prevents f from verifying the conclusion
of Lemma 4.6.

More generally, the property |f(2)| > 1 for all z € B(1,7)NS! can not follow from any information
on a finite number of derivatives of f at 1. In general, this property can only follow from the full
series expansion of f at 1.

We can apply Lemma 4.6 to the function w — M(zw)/M,(z). Indeed, we know that M,(2)
belongs to % for all z € & N % . By continuity, this implies My(z) € % for all z € 6 N%. We
therefore obtain the estimate

-1
My(2)* Sk (2) My(2) — Sk (2) = K? ([Me(2)]* = 1) > cK*(]2| - 1) > ¢ K? lzl=1 ,

2]
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for all z € ¢ N % sufficiently close to z. We have proved that Sg satisfies all the properties of a
symmetrizer, and the dimension of E; coincides with the number of stable eigenvalues of the block.

e Blocks of the third type (part IT). We now turn to the case z € S, M (z) € St, 2 M (z) My(z) <
0. Unsurprisingly, the reader will easily verify that there is one stable eigenvalue and that the
symmetrizer Sk can be chosen as Sk (z) := —1 independently of z. The argument relies on the
following analogue of Lemma 4.6, which we feel free to use without proof.

Lemma 4.7. Let f be a holomorphic function defined on a disk B(1,r) centered at 1 and of radius
r > 0, verifying f(1) =1, Re /(1) <0, and

Vze B(1,r)nSY, |f(z)|<1.
Then there exists a constant ¢ > 0 such that, up to diminishing r, there holds
Vze B(L,r)N%, |f2))?—1<—c(|z|-1).

e Blocks of the fourth type. This is by far the most difficult case. A complete analysis of the
construction of the symmetrizer is performed in [5]. The analysis is unfortunately very long, and
involves a generalization of the original construction performed in [13]. In order to keep the length
of these notes reasonable, we shall not detail the construction of the symmetrizer for blocks of
the fourth type and we shall rather refer to [5, Theorem 3.4]. In particular, the dimension of the
corresponding vector space Ej equals the number of stable eigenvalues of the block. This number
can be explicitly determined from the size vy of the block and the lower left coefficient m, of Mj(z),
see [5] for more details.

We just emphasize for the interested reader the new main difficulty compared with [13]. In the
analysis of [13], which is devoted to boundary value problems for hyperbolic systems of partial
differential equations, the construction of the symmetrizer relies on the fact'* that for z € S' close
to z, all eigenvalues of the block belong to S'. This is a very strong property which implies that
some coefficients in the matrices are either real or purely imaginary. In our framework, there is a
lot more freedom because we only know that for z = z, My(z) has one eigenvalue on S'. When z
varies on S! close to z, the eigenvalues of My(z) usually do not stay on S!. This phenomenon can
be checked by hand on the following elementary example'®:

t=r=1, M(z)i= (Zil D .

Other examples of this behavior occur for discretizations of the hyperbolic operator whose am-
plification matrix displays some eigenvalues curves with singular points on S'. Examples of such
discretizations were given in Section 2. As a matter of fact, when singular points in S occur for
eigenvalues of the amplification matrix o (x), this gives rise in the reduction of M to blocks of the
fourth type, see the proof of Theorem 4.1. Unless the behavior of the eigenvalues corresponds to that
of the leap-frog scheme, see Figure 1, the eigenvalues of the block in the reduction of M can have a
much more complex behavior than just remaining on S! for z € S'. This led us in [5] to introducing
an integer which we called the dissipation index and that gave a description of the singularity for the
eigenvalue curve for «/. The construction of the symmetrizer for a block of the fourth type depends
both on the size of the block and of the dissipation index (there are approximately ten cases to
deal with). Even though we shall not reproduce the complete analysis here, we strongly encourage
the reader to go through [5] since we believe that this new construction is basically the first step
towards a full treatment of the analogous problem for multidimensional problems. This extension is
postponed to a future work. O

The symmetrizer construction performed in this paragraph will be crucial for the proof of The-
orems 3.5 and 3.6. However, before giving the proof of Theorem 3.5, we need one last technical -
though crucial - point about the behavior of the stable subspace E*(z) when z € % tends to a point
of St.

Lyye slightly adapt the result of [13] to our framework but there is no difficulty to pass from one to the other
thanks to the exponential function.
150n this example, the reader can check that the eigenvalues of M(e?¢), ¢ > 0 small, do not belong to S!.
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4.3. Extending the stable subspace. The main result of this paragraph is the following.

Theorem 4.3 (Continuous extension of the stable subspace [1]). Let Assumption 3.1 be satisfied, and
let us assume that the discretization of the Cauchy problem (14) is stable in the sense of Definition
2.2. Let us also assume that the matriz M defined by (57) admits a K-symmetrizer where, at each
point z € U , the dimension of the vector space E* in the decomposition of CN®+7) equals N r.

Then the stable subspace B*(2) of Ml(z), which is well-defined for z € % according to Lemma 3.7,
defines a holomorphic vector bundle over % that can be extended in a unique way as a continuous
vector bundle over % .

In all what follows, we shall let E¥(z) denote the continuous extension of the stable subspace for
2 € SY (= 0%). In general, for z € S!, the matrix M(z) may have eigenvalues on S', so the number
of eigenvalues in D can be less than N r. As was already pointed out in the proof of Theorem 4.2,
the difficulty consists in determining whether eigenvalues on S! should count as stable or unstable
eigenvalues, and this is determined by a perturbation argument, that is by slightly moving 2z towards
the open set % and by studying whether the eigenvalues move towards D or towards %. The cases
of the Lax-Friedrichs and leap-frog schemes are detailed below.

Proof of Theorem /.3. Lemma 3.7 shows that the stable subspace E®(z) of M(z) has constant di-
mension N r for all z € %. The holomorphic dependence of M(z) on z implies that E*(z) also
varies holomorphically with z on %. (Here we use the same arguments as in the proof of Lemma
2.6 and Theorem 4.1: the spectral projector on E*(z) is given by the Dunford-Taylor formula, which
shows that the projector depends holomorphically on z. We can then construct a basis of E*(z) that
depends holomorphically on z in the neighborhood of any point of %/. In other words, E® defines a
holomorphic vector bundle over % .)

Let z € S! and let us first show that E®(z) has a limit as z € % tends to z. We consider
the decomposition CN®+7) = E* ¢ E* given by the existence of a K-symmetrizer at z. From the
assumption of Theorem 4.3, we know that the dimension of E® equals Nr. Let now K > 2, and
let us consider a neighborhood Ok of z and a symmetrizer Sk defined on O and satisfying the
properties given in definition 4.2. Let z € Ok N % and let W € E*(z). We define the sequence:

W1 SZW, Wj+1:M(Z)Wj ]Zl
Using the exact same method as in the proof of Lemma 4.3, we end up with the inequality
Wi Sk (z) Wi <0, which in turn yields:
Vze OxkNU, YWeE(z), K|z"W|<|z°W]|.
The rest of the analysis follows [15]. Writing #°W = W — n* W, we get (use the triangle
inequality)
Vze OxkNU, YWeE(z), (K-1)|z"*W|<|W|. (100)
The estimate (100) shows that the mapping
®(z) : E°(z) — E°
Wir—a*W,
which is defined for z € O N %, is injective. (If W belongs to the kernel of ®(z), then W belongs
to E%(z) NE" and (100) gives (K — 1) |[W| < |[W] so W is zero because K is larger than 2.) Since
the dimensions of E*(z) and E° are the same, ®(z) is an isomorphism. We can write the inverse
mapping ®(2)~! in the following way
d(z)"t: E° — Ef(2)
Wr— W +o(z) W,
where ¢(z) is a linear mapping from E* to E*. This may look suprising but we only decompose the

vector ®(z)~1 W along the direct sum E* ®E" and we observe that the component on E® equals W
itself (use the definition of ®(z)). Using (100) once again, we obtain

VzeOxkNU, VWEE®, |pz)W]|<

. 101
| (101)
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Indeed, (100) shows that for all W € E®, there holds
(K =1 p(z) W] = (K = 1) [z (W + ¢(2) W)| < [W + ¢(2) W] < [W] + [0(2) W,

and (101) follows (use K > 2).

We now have all the ingredients in order to show that E®(z) tends to E® as z € % tends to z. We
consider a basis (e;, ..., ey,) of E* and we fix £ > 0. Let us choose K > 2 such that |e;|/(K —2) <¢
for all j =1,..., Nr. The above analysis shows that the estimate (101) holds for all z € Ox N % .
In particular, we have

Vze OxkN%, Yj=1,...,Nr, |gj—<1>(z)_1§j|§5.

We know that ®(z)~! is an isomorphism so the family (®(z) 1e;,...,®(2) " tey,) is a basis of

E?®(z). We have thus proved that for z € % sufficiently close to z, there exists a basis of E°(z) whose
elements are e-close to the elements of a basis of E*. In other words, we have shown that E*(z)
tends to E® as z € % tends to z. This means that the vector bundle E® can be extended to %,
and it remains to show that this extended bundle is continuous over %. This is not straightforward
because continuity at z € S! now requires to consider the limit of E*(z) when z € % tends to z,
while before we have only studied the limit of E*(z) when z € % tends to z.

Let us observe that the above argument shows that for z € S, the vector space E® of dimension
Nr in the decomposition of CNP*7) is necessarily unique since it is the limit of E¥((1 + ¢) z) as
€ > 0 tends to 0.

Let us now prove that the bundle E®, which has been extended to 0%, is continuous over % .
It is obviously continuous over %/ since it is holomorphic, and we thus only check the continuity of
E* at any point of S'. We follow [15] again and perform more or less the same analysis as above.
We use the convention introduced above and let E®(z) denote the continuous extension of the stable
subspace for z € S*(= 0%). Let z € S', and let K > 2. With the above argument, we already have
the estimate (100). Furthermore, there is no loss of generality in assuming that the neighborhood
Ok of z is an open disk B(z,rk), rx > 0.

Let us consider a point 2’ € Ok N'S'. Since Ok is an open neighborhood of 2/, there exists a
sequence (z,,) in Ok N % that converges towards z’. In particular, the above analysis shows that
E®(z,) converges towards E®(z’). This means that any element W’ € E*(z’) can be written as the
limit - in CV®+7) - of a sequence (W,,) where for each integer n, W,, belongs to E*(z,). Applying
(100) and passing to the limit as n tends to infinity, we get the inequality (K — 1) |z* W'| < [W/|
for all W' € E*(2). In other words, we have obtained

Vi€ OxNW, YW eE(2), (K-1)|z"W|<|W]|. (102)

(Observe the slight, though important, difference between (100) and (102).) At this point, the exact
same argument as above shows that E*(z) tends to E*(z) as z € % tends to z. The only difference
is that we are now allowed to consider some z € Ok that belong to S* and use (102) while before
we were only allowed to consider some z € Ok that belonged to % and use (100). Eventually, we
have proved that E® is continuous at any point of S!. O

Here we have followed the approach of [15], which gives an “analytical” and somehow simple
proof of the continuous extension of the stable bundle. As observed in [15], the nice point is that
constructing a symmetrizer seems to be necessary to deal with the derivation of a priori estimates
for solutions to the resolvent equation. In the original approach by Kreiss [13], see also the books
[2, 3], the first step consisted in first showing through mostly “algebraic” arguments that the stable
subspace could be continuously extended and then in constructing a symmetrizer. The alternative
approach introduced in [15] bypasses the algebraic part of the proof and focuses on the symmetrizer
construction. The continuous extension of the stable bundle appears as a corollary of the existence
of a symmetrizer (which itself relies on the block structure). From our point of view, this alternative
approach clarifies one of the main technical and difficult points of the theory. The main remaining
difficulties are the (i) reduction of the symbol M to the discrete block structure and (ii) the construc-
tion of the symmetrizer. This technical simplification gives us hope to deal with multidimensional
problems in a near future.



STABILITY OF FINITE DIFFERENCE SCHEMES 71

4.4. Proof of Theorem 3.5. We first give a new formulation of the Uniform Kreiss-Lopatinskii
Condition in the framework of Theorem 3.5.

Proposition 4.1 (Reformulation of the UKLC). Under the assumptions of Theorem 3.5, the UKLC
holds if and only if

Vze%, KerB(z)NE(z) = {0},

where E°(z) denotes the generalized eigenspace of M(z) associated with eigenvalues in D, which is
defined in Lemma 3.7 for z € % and is continuously extended to z € S'.

We observe again that the UKLC is compatible with the dimensions of the vector spaces: E*(z)
has dimension N r, while B(2) € .#y, n(p+r)(C) has maximal rank (see the expression (58)) so its
kernel has dimension N p. Hence there is no obstruction for Ker B(z) and E®(z) to be complementary
in CN®+7),

Proof of Proposition 4.1. Let us first verify that the stable subspace E® can be continuously extended
to the boundary S! of %. Applying first Theorem 4.1, we know that the matrix M defined by (57)
satisfies the discrete block structure condition. We can then apply Theorem 4.2: M admits a K-
symmetrizer where, at each point of %/, the dimension of the vector space E® in the decomposition
of CN(®+7) equals N r. Eventually Theorem 4.3 shows that the stable subspace extends continuously
to S, and the extended bundle is continuous over % .

e We now prove the result of Proposition 4.1. We first assume that the UKLC is satisfied, meaning
that for all R > 2, there exists a constant Cg > 0 such that for all 2 € % with |z| < R, the estimate
(76) holds with the matrix B(z) defined in (58). We let Cy denote the corresponding constant for
R = 2. Tt is already clear that E®(z) does not intersect the kernel of B(z) for z € % (this is the
Godunov-Ryabenkii condition). We thus consider zg € S'. The space E*(z) is the limit, as € > 0
tends to 0, of E*((1+¢€) z). Any vector # € E®(zg) can thus be written as the limit, as ¢ > 0 tends
to 0, of a sequence of vectors #z € E*((1 + €) z9). Passing to the limit in the inequality

Vee€]0,1], |#: <Co|B((1+¢)z0)#:|,

we obtain the inequality |#| < C |B(zo) #/| for all # € E*(z). This property implies that E*(z)
does not intersect the kernel of B(z) for all z € S*. o

e We now assume that E°(z) does not intersect the kernel of B(z) for all z € % and we are going
to show that the UKLC holds. Let R > 2. For z € % with |z| < R, we consider the quantity

m(z) := inf B(z)#|.
(2) WEEs (2),|#|=1 [B(=) #|

The quantity m(z) is positive for all z, and m depends continuously on z because both the vector
space E®(z) and the matrix B(z) depend continuously on z. Since the annulus {z € C, 1 < |z| < R}
is compact, m is bounded from below by a positive constant cg > 0 on this annulus. In other words,
we have shown the inequality

1
VW eEN(2), W< _—[B(2) 7],
R
as long as 1 < |z| < R. Consequently the UKLC is satisfied. O

We introduce the following terminology.

Definition 4.3 (Kreiss symmetrizer). Let M be defined by (57), and let B be defined by (58). The
pair (M, B) is said to admit a Kreiss symmetrizer if for all R > 2, there exists a constant cg > 0
and there exists a € function S on the annulus {z € C, 1 < |z| < R} with values in Ay (pyry such
that the following properties hold for all z in the annulus:

o M(2)" S(2)M(2) — S(2) > cr (|2| = 1)/|2| I,

o for all W € CNCH) > S(\W > cr|W|? — ci' |B(2) # 2.

We can now prove a refined version of Theorem 3.5.
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Theorem 4.4 (Existence of a Kreiss symmetrizer and strong stability). Let Assumption 3.1 be
satisfied, let us assume q < p and let us further assume that the discretization of the Cauchy problem
(14) is stable in the sense of Definition 2.2 and that the operators Q, are geometrically regular in
the sense of Definition 2.35.

If the UKLC holds, then the pair (M, B) admits a Kreiss symmetrizer and the scheme (32) is
strongly stable.

The assumptions of Theorem 4.4 are exactly the same as the assumptions of Theorem 3.5. It
should be rather clear at this point that Theorem 4.4 yields the result of Theorem 3.5. Indeed,
Theorem 4.4 shows that the UKLC is a sufficient condition for strong stability (it even shows that
the UKLC is a sufficient condition for the existence of a Kreiss symmetrizer). In the meantime,
Corollary 3.2 shows that the UKLC is a necessary condition for strong stability. We thus focus on
the proof of Theorem 4.4.

Proof of Theorem /.4. o We first show that under the assumptions of Theorem 4.4, the pair (M, B)
admits a Kreiss symmetrizer. Following the same arguments as in the proof of Proposition 4.1, we
already know that M admits a K-symmetrizer where, at each point of %, the dimension of the
vector space E* in the decomposition of CVN®+7) equals N r. Lemma 4.3 and Lemma 3.7 show that
at each point z € %, the vector space E* in the decomposition of CN®*") coincides with E*(2).
Furthermore, the proof of Theorem 4.2 shows that this property holds true also on the boundary S*
of 7/. Summarizing, M admits a K-symmetrizer in the sense of Definition 4.2 where, at each point
2 € %, the vector space E® in the decomposition of CN®+7) equals E*(z).

Let R > 2, and let 2z € % with |z| < R. We are going to show that the pair (M,B) admits a
Kreiss symmetrizer in the neighborhood of z. More precisely, since the UKLC holds, Proposition
4.1 shows that there exists a constant ¢ > 0 such that

VW eB(z), c|?|<|B(z)¥#].
We fix a parameter K > 1 by choosing K? := 1+ 4|B(2)|?/c®. Applying Theorem 4.2, we know
that M admits a K-symmetrizer at z so there exists a neighborhood & ci 2, a constant ¢ > 0, and
a € function S on & with values in 4,y such that for all z € &N %, there holds
M(=)* S(:) (=) = 8(2) 2 (el = D/l T, (103)
and
v e CNE ot S W = Kt P~ P
In particular, we have
W*S(;)W Z |ESW|2 +K2 ‘EuW|2 _2|E87/ |2
N
€E*(2)

> |m WP+ K2 W P - = [Bl2) (F —x )

> |E3W|2 +K2 ‘Euw|2 _

2
e
4 2 u 2
= (BO# P+ B ).
With our choice of the parameter K, we get

4 1 4

WS@W 2| m WP+ W = S BV =SV - 5 BT

& &

In particular, the matrix S(z)+4 ¢~ 2 B(2)* B(z)—1/4 is positive definite so, by a continuity argument,

for all z sufficiently close to z, there holds
1
Y e CNPHD) o S > e W) - - B(2) V)2, (104)

with a suitable constant ¢ > 0 that is independent of z. To summarize, we have proved that for all
z in the annulus {z € C, 1 < |z| < R}, there exists a neighborhood & of z, there exists a constant
¢ > 0, and there exists a ¢’°° function S on & with values in (1) such that (103) and (104)
hold for all z € & N % . (Actually, the reader may observe that (104) holds not only for z € 6 N %
but for all z € &, but this will not play any role in what follows.)
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We now make the construction of the Kreiss symmetrizer “global” by a compactness argument.
The annulus {z € C, 1 < |z| < R} is covered by a finite number €1,..., 0 of such neighborhoods.
We consider a partition of unity x1,...,xs that is subordinated to this covering. In other words,
X; is a nonnegative ¥ function with support in &; for every j, and there holds

J
Vee, |z<R, > xj(z)=

We define
Vze@, |<R, ij 2) € AN(pir) -

If ¢; denotes the constant associated with the nelghborhood 0; and if ¢ > 0 denotes the minimum
of the ¢;’s, then it is not so difficult to check the property

Vze, |z|<R, M(2)*S(z)M(z)—S(z)>c(z|l—-1)/|z1,
(just multiply (103) on €@; by x;(z) and sum with respect to j), as well as

1

Ve, |z|<R, YH# cCNO) =Sy >c|W|)? — = |B(z) ¥,
&

In other words, the pair (M, B) admits a Kreiss symmetrizer.

e We now show that the existence of a Kreiss symmetrizer is a sufficient condition for strong
stability. Let R > 2, and let us consider a Kreiss symmetrizer S on the annulus {z € C, 1 < |z| < R}.
We consider a point z in this annulus and a sequence (#;) € ¢%. The source terms (%;), ¢ are
defined such that (59) holds. The a priori estimate of (%) follows from computations that are rather
similar to what we have already done. More precisely, we multiply the induction relation in (59) by
(S(2) #j+1)* and use the fact that S(z) is hermitian to obtain

J+1

ZRe 1S )W — ZW* W+2Re 18(2) F; =0.

Using the induction relation again and substltutmg the expression of #j1, we get

J
WS W= Wi 8() Wi + YA (M) S M(:) = S() #
j=1
J
= —Re 3 (W1 + M) #5)" S(2) 7.
j=1
We let J tend to +o0o and use the properties of the Kreiss Symmetrizer which yields

o lel-1
P

ZWFHR%PA%% ReZ Wipr +M(2) #;)* S(2) F; .

7>1 j=1

Using some uniform bounds for S(z) and M(z) on the annulus and the Cauchy-Schwarz inequality,
we end up with

2| -1

T SRR < g SIFE 1P
j=1 Jj21
with a constant Cr > 0 that does not depend on z € %, |z| < R.

It remains to show that the resolvent equation (59) admits a unique solution in ¢2 for all source
terms (up to now we have only proved an a priori estimate for the solution). This final part of the
proof follows from applying Lemma 3.3 and Lemma 3.4 again. More precisely, Lemma 3.3 shows
that the resolvent equation (37) is uniquely solvable for |z| large enough. There is no difficulty to
show that the equivalent formulation (59) is also uniquely solvable for |z| large enough. Then we can
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apply Lemma 3.4 on every annulus {z € C, 1+ 27" < |z| < 2"}, v € N large enough. Eventually,
Proposition 3.1 shows that the scheme (32) is strongly stable. g

4.5. Some examples: the Lax-Friedrichs and leap-frog schemes. The aim of this paragraph
is to show how the theory developed in the proof of Theorem 3.6 applies in the case of some
elementary numerical schemes. We shall test various discretized boundary conditions and compute
the associated Lopatinskii determinants. For simplicity, we restrict in this paragraph to the case of
a single scalar transport equation

Owu+ady,u=F(t,z), (t,r) €eRT xRT, wulj—g=0. (105)

For a < 0, there is no boundary condition to prescribe on {2 = 0}, while for @ > 0 the transport
equation (105) should be supplemented with a Dirichlet boundary condition on {z = 0}.

4.5.1. The Lax-Friedrichs scheme. The Lax-Friedrichs discretization of the transport equation is
given by (20) (here N =1 and A = a is a real number). We have seen in Section 2 that this scheme
is stable in the sense of Definition 2.1 if and only if A |a| < 1, and the corresponding operator Qrr
is geometrically regular. From the general definition (54), we obtain

14+ Xa 1—-Xa
A_ =— A =1, A =— .
1(2) 5, 0 Moz =1, Ailz) P
Consequently, Assumption 3.1 holds if and only if A|a| < 1, which we assume from now on. It is
not so surprising that the limit case A|a| = 1 is excluded by the theory because in that case the

Lax-Friedrichs scheme “degenerates” and becomes the upwind scheme which does not involve the
same number of grid points (either p or r is zero while p = r =1 when A|a| < 1).
The matrix M(z) in (57) reads'®

2z 1+ Xa

M(z)=(1-Xa 1-Xa|,
1 0

and we are going to check in an easy and direct way that M satisfies the discrete block structure
condition. The eigenvalues of M(z) are the roots to the polynomial equation

9 22z ﬁ+1+/\a70
1—Xa 1-Xa '
In particular, the matrix M(2) has two real eigenvalues: one belongs to the interval ]0,1[ and the
other one belongs to |1, +oc[. Moreover, M(z) has an eigenvalue on S! if and only if z belongs to
the curve {cosn —iAa sinn, n € R}. Since A|a| < 1, the latter curve is included in the closed unit
disk and its contact points with S! are +1. Applying a continuity/connectedness argument, we are
led to the following conclusion: for all z € % \ {£1}, the matrix M(2) has a unique eigenvalue x(z)
in D and a unique eigenvalue in % . The eigenvalue k4 depends holomorphically on z near any point
of % \ {#1}, and M is holomorphically diagonalizable near any point of % \ {41}.
For z € % \ {#1}, the stable subspace E*(z) of M(z) has dimension 1 - this is compatible with
Lemma 3.7 because N = r =1 in this example - and is given by

K

Vze ¥ \{£1}, E*(z)=Span (Hsl(z)> .
In particular, the continuous extension of E* to S! proved in Theorem 3.5 is trivial here (it is even a
holomorphic extension !), except possibly at the points =1 which we examine right now. From the
expression of E°, we see that E°(z) will have a limit at +1 if we can prove that the eigenvalue kg
has a limit at £1.

The eigenvalues of M(1) are 1 and (1+Xa)/(1—Xa). In the case a < 0, there holds (1+Aa)/(1—
Aa) €]0,1], so this is another trivial case of continuous extension of the stable eigenvalue and we
have ks(1) = (1 + Aa)/(1 — Aa). In the case a > 0, there holds (14 Aa)/(1 — Aa) € % so the only
possible extension of k4 at the point 1 is 1. For z close to 1, M(z) has a unique eigenvalue close to 1

160bserve that in this special case, M is a holomorphic function on C and not only on a neighborhood of % .
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that depends holomorphically on z. If we consider the points 2z, :=1+4¢ € %, € > 0 small enough,
the expansion of the eigenvalue of M(z.) close to 1 reads

1
1_EE+O(E)’

so this eigenvalue belongs to D for € > 0 small enough. By uniqueness of the stable eigenvalue,
we can conlude that ks extends holomorphically to a whole neighborhood of 1 and ks(1) =1 €
S! when a > 0. The situation at z = —1 is examined in exactly the same way and we obtain
the following conclusion: ks admits a holomorphic extension to a whole neighborhood of —1, and
ks(—1) =—=(14+Xa)/(1 —Xa)eDifa <0, ky(—1)=—1ifa > 0.

The discrete block structure condition is very easy to verify because of the spectral splitting
satisfied by the matrix M: M has two distinct eigenvalues at every point of % and is therefore
diagonalizable (with a holomorphic change of basis) in the neighborhood of any point of %. The
reduction near any point of % \ {41} involves one (scalar) block of the first type and one (scalar)
block of the second type. If a < 0, the reduction near +1 involves one (scalar) block of the second
type and one (scalar) block of the third type. If a > 0, the reduction near 1 involves one (scalar)
block of the first type and one (scalar) block of the third type.

Let us now verify whether the UKLC is satisfied for various types of discretized boundary condi-
tions. We begin with the Dirichlet boundary condition. In this case, the numerical scheme reads

Ula+Ui Xa

n+1l _ n n n ;
U; =5 T(Uj+1_Uj—1)+AtFj7 Jj=z1l, n=0,
Uyt =g"tt, n>0,
Ul =0, i>0.

In this case, one has ¢ = 0, Byo = By,—1 = 0 and the matrix B(z), whose abstract definition is (58),
reads

VzeC\{0}, B(z)=(0 1).
It is easily checked that the UKLC is satisfied, whatever the sign of a. Indeed, the intersection of
E?(z) with Ker B(z) is non-trivial provided that the Lopatinskii determinant

A =80 (")

vanishes. Here this determinant equals 1 for all z € % so the UKLC is satisfied. From a practical
point of view, it is interesting to test the Dirichlet boundary condition for an outgoing transport
equation. Let us therefore consider the transport equation (105) with ¢ < 0 and F = 0. In that
case, the solution to (105) is 0. To approximate this solution, we use the numerical scheme

Ui + U4 Aa

1 .
U;H_ = 9 9 (jnJrl_an—l)a ]Zla TLZO,
U6L+1:gn+1, RZO,
UJO:07 ]Zoa

with a nonzero source terme (¢") on the boundary. The numerical computations are run with
a= -1, A=0.9, and g" = 1 for all n > 1. The result of the computation is shown in Figure 5
at two different time steps. The space interval is [0,1] and the number of grid points is 100. By
finite speed of propagation, we know that both the exact solution and the numerical solution vanish
at the right end of the computation interval, so we impose a homogeneous Dirichlet condition at 1.
This is relevant provided that the computations are run up to a certain number of time steps. The
observed numerical solution is very small, which is justified by Theorem 3.5 and our verification of
the UKLC.
We go on with the Neumann boundary condition. The corresponding numerical scheme reads

ur ur

Uit :%f¥( P UR) +ALFR, j21, n>0,
U(;H_l _ Uln-‘rl + gn+1 , n>0,

07 .
U? =0, j>0.
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FIGURE 5. The Lax-Friedrichs scheme for an outgoing transport equation with a
non-homogeneous boundary condition g = 1 at various time steps. The numerical
scheme should approximate the solution zero. The solution is represented on a log
scale, and the space interval is [0, 1].

For this scheme, we still have ¢ = 0, and in the notation of (32), Byg = 0, Bp_1 = T°. The
corresponding matrix B(z) reads

so the Lopatinskii determinant reads
A(z) =1—krs(2).

If a < 0, we have seen that r,(z) belongs to D for all z € %. In particular, k,(z) # 1 and the UKLC
holds. When one wishes to discretize the outgoing transport equation (105), for which no boundary
condition is required, one can therefore use the stronlgy stable (and consistent !) scheme

Ui £ U Aa

Ut = 5 5 (U1 =UP )+ AtF(nAt,jAz), j>0, n>0,
Ut = yrtt n>0, (106)
Ul =o0, j>0.

To observe the strong stability of the latter numerical scheme, one can use the same test as the one
reported in Figure 5 for the Dirichlet boundary condition (that is, no source term in the interior and
a constant source term equal to 1 on the boundary). The results are entirely similar with either the
Dirichlet or the Neumann boundary condition.

If a > 0, we know that r4(z) belongs to D for all z € % \ {£1} so A does not vanish on this set.
Since ks(£1) = £1, we also find that A vanishes at 1 and does not vanish at —1. In the incoming
case a > 0, the Neumann boundary condition does not satisfy the UKLC and the corresponding
numerical scheme is not strongly stable. What can we observe and conclude in such a situation 7 We
report on a very simple numerical test which shows that the violation of strong stability is a serious
obstacle for convergence of the numerical solution. We consider the incoming transport equation
(105) with @ = 1 and F' = 0. We impose the homogeneous boundary condition u(¢,0) = 0 so the
exact solution to the transport equation is 0. Since u(t,0) = 0, we have dzu|,—o = 0 and (105) gives
0zu|z—o = 0. This may suggest to use a homogeneous Neumann condition at the boundary instead
of the Dirichlet boundary condition. We thus consider the numerical scheme (106). When the source
term (F JTL) vanishes, the numerical solution is 0 and it reproduces the exact solution. We perturb

this situation by choosing FY = 1/At and all other F i vanish!” The solution is represented in Figure

7 This perturbation is a classical test for stability. First, it is easy to use since it localized on a single mesh of the
grid, and even though its L>-norm is large, the L? (t, z)-norm of this perturbation is of order 1, independently of At.
The second reason why it is useful is that because of space localization, its Fourier transform triggers more or less all
frequencies so if one frequency is amplified by the scheme, there is a reasonable chance to observe this phenomenon
with this perturbation.
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FIGURE 6. The Lax-Friedrichs scheme for an incoming transport equation with
a homogeneous Neumann boundary condition at various time steps. The interior
source term vanishes except F which we choose equal to 1/At.

6 at two various iterations, where we have chosen A = 0.9 again. The number of grid points is 1000
and the space interval is [0, 1]. The numerical solution is some kind of traveling wave propagating
to the right and connecting a state U > 0 to 0. In particular, the exact boundary condition is
not approximated at all by the numerical scheme (even though the homogeneous discrete Neumann
condition was imposed!). Though we have not pushed any rigorous investigation further than a few
numerical tests, we believe that this specific choice of source term may be a good candidate for
showing rigorously that the energy estimate (34) is not satisfied.

4.5.2. The leap-frog scheme. We consider the leap-frog approximation (22) for the transport equation
(105). We still restrict to the scalar case N = 1, A = a € R. For this scheme, there holds p =r = 1,
and the definition (54) reads

Aa 1 Aa
A_ =——, A =1-—, A =—.
1(2) . 0(2) 2 1(2) .
Assumption 3.1 is thus satisfied as long as a # 0. (When a = 0, the scheme degenerates and involves
only one point.) We have seen in Section 2 that both stability in the sense of Definition 2.2 and

geometric regularity hold as long as A |a] < 1. We thus assume A |a| < 1 and a # 0 from now on.
The matrix M(z) in (57) reads

1— 22

M(z) = )\itz (1) )

so the eigenvalues of M(z) are the roots to the polynomial equation

22 -1

Aaz

The matrix M(2) has two real eigenvalues: one of them belongs to the interval | — oo, —1[ and the
second one belongs to ]0, 1[. Moreover, M(z) has no eigenvalue on S! when 2 belongs to % so we can
conclude, as in Lemma 3.7, that M(z) has a unique eigenvalue x4(z) € D and a unique eigenvalue
in % for all z € 7. Of course, ks depends holomorphically on z € %. The stable subspace E*(z)
has dimension 1 and is given by

K2+ k—1=0.

Vze¥, E*(z)=Span (”“ﬁ”) .

This is exactly the same expression as for the Lax-Friedrichs scheme, which is not surprising because
M is still a companion matrix'®. Our goal is now to study the continuous extension of the stable

18The reader will find in the following paragraph an extension of this remark where the structure of M will be
fully used. This will help us proving the so-called Goldberg-Tadmor Lemma.
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eigenvalue  to the boundary S! of % and to verify that M satisfies the discrete block structure
condition. The situation is slightly more complicated but in some sense much more interesting than
for the Lax-Friedrichs scheme.

Computing the discriminant of the characteristic polynomial of M(z), we first observe that M has
a double eigenvalue if and only if z is one of the points +(v/1 — A2a? + i Aa) or their conjugates.
These four points are located on S', and unsurprisingly they correspond exactly to the singular
points of the eigenvalues curves for the leap-frog scheme (see the right picture in Figure 1). We can
already conclude that M can be holomorphically diagonalized in the neighborhood of any points
z € S which is not one of these four points and that the stable eigenvalue x, admits a holomorphic
extension to the neighborhood of any such “non-exceptional” point. The continuous - and even
holomorphic extension - of the stable subspace is clear in this case. Let us now focus on the points
where M has a double eigenvalue. We consider for instance the point z := v1 —A2a? + i Aa (the
three other cases are entirely similar). There holds

M(z) = <_12Z (1)> :

so M(z) is similar to a Jordan block with the eigenvalue —i. More precisely, if we introduce the
invertible matrix

we have
T 'M(2)T = —i L1
= L=\ 1)

In view of Definition 4.1, the constant matrix T is a good candidate for reducing M to the discrete
block structure condition. Let us check this property in full details. We compute

—i —1i

1—z2+2_ 1—22+,

i i
Aaz Aaz

In order to check that the discrete block structure condition holds, we only need to compute the

derivative at z = z of the lower left coefficient of the latter matrix. We obtain

0 1—22+2. 2v1 — \2q?
— i _
0z \ daz

z=z B Aa 4
Let now 0 € C with Re 6 > 0. We consider the roots ¢ to the equation

—2v1— X242 21v1— A2a?
sz(fi)—a§0:f¥9
Aaz Aa

The roots ¢ cannot be purely imaginary, for otherwise 76 would be a real number. According to
Definition 4.1, the derivative of the lower left coefficient in (107) satisfies the property required in
the definition of the discrete block structure condition. This reduction involves a single 2 x 2 block
of the fourth type. We have even shown that the change of basis can be chosen to be independent of
z in the neighborhood of z. The continuous extension of kg, and therefore of E®, to z follows from
the continuity of the roots of the characteristic polynomial of M(z).

Let us now check whether the UKLC is satisfied for various types of numerical boundary condi-
tions. As before, we first consider the Dirichlet boundary conditions. In other words, we consider
the numerical scheme

1 —1 .
UMt =0 = Xa(Ufy —UP )+ AL, j>1, n>1,
Ug™h =gt n>1,

Ul =U9 =0, j>0.

T 'M(2)T (107)

The matrix B(z) defined in (58) reads
B(z)=(0 1),
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and the associated Lopatinskii determinant equals 1 for all z € %. This shows, as for the Lax-
Friedrichs scheme, that the Dirichlet boundary condition satisfies the UKLC for the leap-frog scheme.
We emphasize that this result is independent of the sign of a. Numerical tests as the one reported
in Figure 5 can be performed and give rather good results in the outgoing case (meaning that the
numerical solution is rather close to the exact solution even in the case of non-homogeneous Dirichlet
boundary conditions).

The reader can also check that the leap-frog scheme combined with the Neumann condition at the
boundary always satisfies the Godunov-Ryabenkii condition, but always violates the UKLC. Again,
this result is independent of the sign of a. If one performs the same kind of test as the one reported
in Figure 6, the numerical solution has similar features, meaning that it looks like a traveling wave
propagating to the right and connecting some state U > 0 to 0.

We now study another type of discrete boundary condition which is obtained by using backward
integration along the characteristics. More precisely, for a < 0, the transport equation (105) is
outgoing. On the boundary mesh of index 7 = 0, we apply the so-called upwind scheme, which
amounts to considering the scheme

U = U Xa (U U ) FALES L 21 m L
UGt = Ug = Aa (U = Ug) + g™, n>1, (108)
Ul =Uy =0, 720

This numerical procedure seems to be a somehow reasonable discretization for a < 0 since we
use a stable approximation of the Cauchy problem in the interior domain and a rather precise
approximation of the solution at the boundary. It seems much less reasonable in the case a > 0
for in that case, the upwind discretization “on the right” is known to be unstable for the Cauchy
problem (one should use the discretization “on the left”). We are going to examine the strong
stability of (108) according to the sign of a.

The careful reader may have observed that the discrete boundary condition in (108) involves not
only Uy* but also Ug', which does not exactly fall into the framework of (32). However, we could
have equally considered boundary operators B; , in (32) of the form

q
Bj$,1:ZBg’j’,1T€7 j::l.—7’7...,07
£=0

q
Bjo= Y, BujoT, j=1-r,..0, o0=0,...5s.

b=—r—j
For such boundary operators, the reader can verify that the values U;»““l, j=1-r...,0, are
obtained as linear combinations of some U ;’_S, ..., U}", which are already known from the previous

iteration steps, and of some an+17 j > 1, which are also known because they are obtained from the
“interior” discretization. Hence the numerical scheme is explicit and well-defined. There is a slight
difference in the definition of the matrix B(z) in (58), and we leave as an exercise to the reader to
go through the derivation of the resolvent equation (59) in the case of (108). The associated matrix

B(z) is
B(z) </\Za - 1+Z>\a> ’

and with the above parametrization of the stable subspace, the Lopatinskii determinant reads

Our goal is therefore to determine whether there exists some z € % such that
z—1=Xa(1—-krs(2)), (109)
knowing that ks(z) satisfies the relation

ke(2) (2% — 1) = Naz (1 — ke(2)?). (110)
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FIGURE 7. The leap-frog scheme (108) for an incoming equation (¢ = 1) with
backward integration along the characteristic at the boundary. The interior source
term vanishes except F}' which we choose equal to 1/At.

If 2 € % \{1}, the only possibility for A(z) to vanish is to have #4(z) # 1 and we can then divide both
left and right hand side terms in (110) by the corresponding expression in (109). We then obtain
ks(z) = z. In other words, for z # 1, the only possibility for A(z) to vanish is to have ks(z) = 2
but then (109) gives Aa = —1. This is obviously in contradiction with our stability assumption for
the discrete Cauchy problem. Hence A can only vanish at the point 1. In particular, the Godunov-
Ryabenkii condition holds for (108) whatever the sign of a. Moreover, the above expression of A
yields A(1) = Aa(ks(1) — 1) so A vanishes at 1 if and only if k5(1) equals 1. The eigenvalues of
M(1) are £1 so it is not clear at first sight whether k5(1) equals 1 or —1. Considering the sequence
of points z. := 1 + € with € > 0 going to 0, we can compute the asymptotic expansions of both
eigenvalues of M(z.). We then obtain ks(1) = 1 if a > 0 and ks(1) = —1 if @ < 0. Consequently,
we find A(1) =0 if a > 0 and A(1) # 0 if a < 0. The numerical scheme (108) satisfies the UKLC
and is strongly stable if a < 0, while it is not strongly stable if @ > 0. We can go a little further.
In the previous paragraph, when we have shown that the Lax-Friedrichs scheme with the Neumann
condition on the boundary is not strongly stable, we have shown that 1 is a root of the Lopatinskii
determinant. In that case, the reader can check that A extends holomorphically to a neighborhood
of 1 and that 1 is a simple root of A. The situation is a little more singular for (108) when a > 0:
the Lopatinskii determinant A also extends holomorphically to a neighborhood of 1, but here 1 is
at least a double root of A. Indeed, we can differentiate A with respect to z and obtain

A1) =Xarl(1)+1+Xa(ks(l) —1) =Xarl(1)+1.

In the meantime, we can differentiate (110) with respect to z, use ks(1) = 1 (here we use a > 0),
and get k(1) = —1/(M\a). In other words, A’(1) vanishes and 1 is at least a double root of A.

We report on the numerical simulation of (108) in the unstable case @ = 1. The space interval
is [0, 1], we choose 1000 grid points, A = 0.9, the source term g™ on the boundary equals zero for
all n > 2, while F}' = 0 for all j,n except F} = 1/At. The numerical solution is represented at
two different time steps in Figure 7. The instability is of a different kind than the one reported in
the case of the Lax-Friedrichs scheme with Neumann boundary condition, but it is not as violent as
an exponential growth. Anyway, the exact boundary condition is not approximated at all since U§
seems to grow linearly in n. The exact same numerical test can be performed in the strongly stable
case a = —1 (we do not change any other parameter). The results are shown on Figure 8 on a log
scale: the numerical solution is small, as predicted by the strong stability estimate.

4.6. Goldberg-Tadmor’s Lemma for Dirichlet boundary conditions. The aim of this para-
graph is to understand why in all above examples the Dirichlet boundary conditions lead to strongly
stable numerical schemes. This result if first due to Goldberg and Tadmor [7] and we show that it
holds in our more general framework. The result is the following.
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FIGURE 8. The leap-frog scheme (108) for an outgoing equation (a = —1) with
backward integration along the characteristic at the boundary. The interior source
term vanishes except F} which we choose equal to 1/At. The numerical solution is
represented on a log scale.

Proposition 4.2 (Goldberg-Tadmor). Let us consider the scalar case N = 1, with a numerical
scheme (14) that is stable for the discrete Cauchy problem. Then the numerical scheme

S
U}’“ZZQUU;“‘HLNF]”, j=1, n>s,
o=0 111
U.;L+1:g?+1’ j:l—’l",...,o, 7L>S, ( )
Up =0, j>1—r, n=0,...,s,
is strongly stable in the sense of Definition 3.1.

Proposition 4.2 shows that in the scalar case, there exists at least one way to impose numerical
boundary conditions and to obtain strong stability. The reader may observe that this is far from
clear when one considers the characterization in Theorems 3.5 and 3.6. What may look surprising
at first glance is that, in general, the Dirichlet boundary condition is not consistent in the L°°-
norm (just think of an outgoing transport equation with a bump propagating towards the left,
which does not satisfy the homogeneous Dirichlet boundary condition at all !). From a numerical
point of view, the Dirichlet boundary condition may give rise to boundary layers, and one way to
reformulate Proposition 4.2 is to say that in the scalar case, such numerical boundary layers are
stable. We emphasize that Proposition 4.2 is independent of the underlying transport equation that
is approximated by the operators @), meaning that these operators may be obtained by discretizing
either an incoming or an outgoing transport equation.

Before proving Proposition 4.2, we state and prove two preliminary results that will be useful
later on.

Lemma 4.8. Let M € #,,(C) and let \ be an eigenvalue of M with algebraic multiplicity p. If
Ker (M — M) has dimension 1, then for allk =1,...,p, Ker (M — XI)¥ has dimension k.

Proof of Lemma /.8. There is nothing to prove if p equals 1, so we assume p > 2. The result is
proved by induction on k. Let us assume that the result holds up to the index k. If £ = p then the
proof is complete, so we further assume k < p— 1. We already know that Ker (M — A I)**! contains
Ker (M —\1)*. The dimension of Ker (M —\I)k*! can not be equal to k for otherwise, there would
hold Ker (M — A 1)* = Ker (M — A I)**! and this implies Ker (M — A I)* = Ker (M — A\ I)¥*7 for
all integer j. In particular, Ker (M — AI)? would have dimension k < p and this is impossible.

Let us now assume that the dimension Ker (M — M I)¥*1 equals at least k + 2. In particular,
there exist two linearly independent vectors Xi, Xo in Ker (M — A I)kT1 \ Ker (M — A I)%. Since
(M — XI)* X;, i = 1,2 belong to the one-dimensional space Ker (M — A1), there exists a non-
trivial linear combination y; X1 + 2 Xo that belongs to Ker (M — A I)* but this is excluded by the
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construction of X, Xs. We are led to a contradiction. The only remaining possibility is to have
Ker (M — A I)¥*! of dimension k + 1. O

As a matter of fact, Lemma 4.8 is a particular case of a more general fact. More precisely, it is
known that for any eigenvalue A of a matrix M, the sequence (dim Ker (M — AI)*);> is concave.
The proof of this fact uses similar arguments to those developed in the proof of Lemma 4.8. The
following Lemma is a generalization of Lemma 2.8.

Lemma 4.9. Let M € #,,(C) be a companion matriz, that is

2 e ¥ )

1 0 ... 0
M:

0

0 0 1 0
Let A be a nonzero eigenvalue of M with algebraic multiplicity p. Then for all k = 1,...,p, there
holds

Ker (M — AI)F = {(P(m — )AL PN PO)T, Pe (Ck._l[X]} .

We warn the reader that Lemma 4.9 is not true in general for block companion matrices.

Proof of Lemma /.9. The proof is performed by induction on k. The result is clear for kK = 1 (see
Lemma 2.8), and we assume that it holds up to the order k < p (otherwise the proof is already
complete). Combining Lemma 2.8 and Lemma 4.8, we already know that Ker (M — AI)**! has
dimension k£ + 1. Since ) is nonzero, the linear map

P e Cy[X] — (P(m—1)A™"1 ..., P(1) A P(0))T e C™

is an injection (here we use k 4+ 1 < p < m). It therefore only remains to prove that the image
of this linear map is included in Ker (M — A I)**!. Since we already know that the image of any
polynomial of degree < k — 1 belongs to Ker (M — A I)*, we only need to find one polynomial of
degree equal to k and whose image by the latter linear map belongs to Ker (M — A I)*+1. We define

k—1

QX) =[x -4,

=0
whose degree equals k, and we define Y := (Q(m—1)\™~1 ... Q(1) A\,Q(0))T. Using the definition

of the companion matrix M, we compute

)
(Q(m —1) = Q(m —2)) Am~* w
(M —=XI)Y = _ coy=Y e Qm =N = Q(m — 1) A"
: =1
(Q(1) = Q(0) A
Let us define the polynomial R(X) := Q(X +1) — Q(X), which has degree k— 1. If we can show that
the above complex number y equals R(m — 1) A™, then we shall have (M —\I)Y € Ker (M — \I)*

by the induction assumption and the proof will be complete. Let us therefore show y = R(m—1) A™.
We know that A is a root of multiplicity p > k + 1 to the characteristic polynomial of M, hence

dk m
Xxm _ Xm—i)‘ =0
dXF ( ;W X=X

Since A is nonzero, we have
k

. d ; Ny
VJ6N7 W(XJ)‘X:)\:Q(.]))\J ka

so we get

Q)N F =" Qm — ) A" R =0,
(=1
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Combining with the above definition of y, we end up with y = (Q(m)—Q(m—1)) A" = R(m—1) \™
which is the relation we were aiming at. The proof of Lemma 4.9 is now complete. O

We now turn to the proof of Proposition 4.2.

Proof of Proposition 4.2. We first recall the result of Lemma 2.7 which shows that, under the as-
sumptions of Proposition 4.2, the operators @), are geometrically regular. Theorem 4.1 shows that
the matrix M associated with (111) satisfies the discrete block structure condition, and Theorem
4.2 then shows that M admits a K-symmetrizer with a vector space E° of dimension r. Eventually,
Theorem 4.3 shows that the stable bundle E* of M extends continuously from % to % . The proof
of Proposition 4.2 then splits into two steps.

e Let z € %, and let k,..., Ky denote the eigenvalues of M(z) with corresponding algebraic
multiplicities aq, ..., ax. For z € % close to z, we know from Lemma 3.7 that the number of stable
eigenvalues of Ml(z) close to k;, is independent of z. We let py denote this number, which can be
computed for instance by counting the stable eigenvalues of M((1+¢) z), 0 < e < 1. Our first goal
is to show that E®(z) can be decomposed as

E*(z) = &= Ker (M(2) — k5, )" . (112)

Let us first observe that (112) is trivial when z € % because in that case, the eigenvalues r
either belong to D (the stable ones) or to % (the unstable ones). We therefore have pur = oy if
ki, €D, and px = 0 if K, € %, which clearly implies (112). We thus turn to the more delicate case
z € S'. There is no loss of generality in assuming that the eigenvalues are ordered in such a way that
Ki,..., kg, belong to D (stable eigenvalues), kg |1,...,kg, belong to % (unstable eigenvalues),
and Ky, 1, .,k belong to S! (neutral eigenvalues). Of course, we set pp = ay, for 1 < k < Kj,
and pp = 0 for K41 +1 <k < Ks. Let € > 0 be so small that the disks centered at kq,...,kx and
of radius ¢ are pairwise disjoint. For n € N sufficiently large, the matrix M((1 4 27™) z) has exactly
wi stable eigenvalues in the disk centered at k;, and of radius €. We let 5,271)7 ceey ”‘31(:2% denote these
eigenvalues. The eigenvalues n,(c"j) tend to K, as n tends to infinity, so we have

Mk
Jim T +27)z2) - R T) = (M(2) — 5 )"
j=1
Let now X € E®(z), and let X,, € E°((1 +27") z) denote a sequence that converges towards X.
Such a sequence exists since we already know that the whole vector space E*((1+27") z) converges
towards E*(z). Using (112) for every n, we have

Mk K pr
X, € o Ker J[ (M((1+27)2) - w{") 1) = Ker [] J] (M((1+27)2) - s 1).
j=1 k=1j=1
Passing to the limit, we obtain
K
X € Ker H (M(z) — 5, 1) = ®p— Ker (M(2) — &, 1)"* .
k=1
This relation shows that E®(z) is contained in the vector space on the right hand-side of (112). We
also know that E®(z) has dimension r. Furthermore, M(z) is a companion matrix so we can apply
Lemma 2.8 and Lemma 4.8 which show that each vector space Ker (M(z) — s )+ has dimension
pr. Since the sum of all the py’s equals r, we have obtained (112) for all z € %.
e The resolvent equation for (111) reads (59) with
0 ... 01 0
VzeC\{0},B(z) =B:=|: : . € Mrpir(C). (113)
0 ... 00 1
We recall that we consider the case of scalar problems so N equals 1 here. Applying Proposition
4.1, we need to show that the kernel of the constant matrix B does not contain any element of E*(z)
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for all z € %. Consequently, let z € % . By the noncharacteristic discrete boundary assumption,
we know that the companion matrix M(z) does not have 0 as an eigenvalue. We recall (112) and
use Lemma 4.9 to compute a basis of E®*(z). Up to reordering the eigenvalues, we can assume that
pur >0 forall k=1,..., K and do not consider the other eigenvalues of M(z) anylonger. For each
k, we define the polynomials

1 1 He—2 .
Pei(X):=1, Ppa(X):= K—kX, sy P (X) = —T T x-4. (114)
- 2k 7=0

It is clear that the polynomials Py, 1 < £ < py, span C,, 1[X] and Lemma 4.9 shows that the
vectors

Pea(p+r— 1)ﬁ£+r71 Py (p+1 — 1)@?’“*1
Epq:= : I : .
Pr1(1) Ky, Py (1) Ky,
Pr1(0) P, (0)

span Ker (M(z) — k4, I)"*. Using the decomposition (112), we wish to show that the vectors B Ey, ;,
1<k<K,1<j5 < g, are linearly independent. This is indeed equivalent to showing that the
kernel of B does not intersect E5(z). Applying the matrix B in (113) to a vector of CP*" amounts
to keeping only the last r coordinates of the vector. Therefore, showing that the kernel of B does
not intersect E*(z) amounts to proving that the matrix

P171(’I" — 1) 571‘71 e Pl,l(l) @1 P1’1<0)
Pry(r=1g7" 0 Py (De P (0)
: : (115)
Pxa(r—1)wit .. Pxi(D)kg  Pra(0)
PKv,uK(Ti l)ﬁ;(_l PK“uK(l)EK PK,/JK(O)

is invertible. (In (115), the first 1 rows correspond to (B E11)7,..., (B E; ,,)T and so on.) Before
going on, let us observe that when all the ux’s equal 1, then K equals r and the latter matrix
coincides with the Vandermonde matrix

r—1
K1 Ky 1
b
r—1
K oo Ky 1

which is known to be invertible (the k;’s are pairwise ditinct). Let us go back to the general case
and assume that the vector (¢,_1,...,co)T belongs to the kernel of the matrix in (115). We define
the polynomial

P(X):=co+ - +c_1 XL
For all j =1,..., uy, there holds

r—1
Z Cy Pl,j (f) ﬁg =0
£=0
From the definition (114) of the polynomials P ;, we have
; 0!
1—j . .
K, <L+,
Pi0)=4"" (t+1—j)
0, otherwise.
We therefore obtain
r—1 /)

Vi=1,...m, Y a7 =0,
Y
Pl (L+1— )
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or equivalently
Vi=1,...,u1, P(jfl)(ﬁl) =0.

The same analysis can be done for all the x;’s, and we find that P can be factorized by

K

H(X — )"

k=1
Since the sum of the pi’s equals r, and the degree of P does not exceed r — 1, we can conlude that
P equals 0, or equivalently that the kernel of the matrix in (115) is trivial. We have thus shown
that the Uniform Kreiss-Lopatinskii Condition is satisfied by the Dirichlet boundary conditions and
Theorem 3.5 shows that the numerical scheme (111) is strongly stable. ]
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5. FULLY DISCRETE INITIAL BOUNDARY VALUE PROBLEMS: STABILITY WITH GENERAL INITIAL
DATA

The goal of this section is to understand how one can incorporate nonzero initial data in the
numerical scheme (32). Of course, one can always consider initial conditions (f),..., (f*) in (32),
and the numerical scheme is still well-defined. The main problem is to understand how one can
control the numerical solution (UT') in £3° (63) In particular, if one can show a bound of the form
||U”||[Jz_ <cn ||U0He§a C > 1, this would correspond for the continuous problem to a bound of the

form [[u(t)|| 2y < CY2 |luls=ollz2(r), Which would be useless in the limit At — 0. Basically, we
are looking for an energy estimate of the solution in £3° (63) that is compatible, in the limit At — 0,
with an energy estimate for the continuous problem.

5.1. A simple but unsufficient argument. As we have seen in Section 2, it is very easy to
incorporate initial conditions for the Cauchy problem and to obtain £2° (K?) bounds thanks to Fourier
transform. Using the linearity of (32), we can thus try to decompose the solution (U}') as the sum
Up =V + W}, where (V") is a solution to a Cauchy problem and (W) is a solution to a problem
of the form (32) with zero initial data. This strategy gives the following result.

Proposition 5.1. Let us assume that the numerical scheme (14) is stable for the Cauchy problem
(in the sense of Definition 2.2) and that (32) is strongly stable in the sense of Definition 3.1. Then
there exists a constant C > 0 such that for all v > 1 and for all At €]0,1], the solution to (32)
satisfies

sup e "2V At Z Ax|UJ7‘|2+ i Z Z AtAace_2"’"At|U]”|2

n>0 j>1—r vAt+1 n>0 j>1—r
P A C
_92 2 02 2
Y0 D Ate AR < 0 YT A (I 4 1)
n>0 j=1—r j21l-r

At +1 2
+ T2 ST S ArAze 2 A § ST Ape2rn At g2t (116)

v n>s j>1 n>s+1 j=1—r

Proof of Proposition 5.1. ¢ We first extend the initial conditions (fY),...,(f*) and the interior
source term (') by zero for j < —r. We also decompose the solution (U}') to (32) as UJ' = V' +WT,
where (V") is a solution to

Vi =) Qo ViU R ALE, GEL, nZs,

o=0 (117)
Ve = fr, jJEZLZ, n=0,...,s,
and (W) is a solution to
Wit =3 "Q, Wi, j>1, n>s,
o=0
¢ 11
Wit = N B Wi+t j=1-r...,0, nxs, (118)
o=-—1
an:O’ j>1—r, n=0,...,s,
with
S
Vi=1l—r,...,0, Vn>s, §y+1;:g§b+1_1/j"+1+ZBJ-JV{L—". (119)

o=—1

This strategy will allow us to use the strong stability assumption for (32) on the sequence (W)
since the initial conditions for (118) vanish.
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e Our first goal is to estimate (V). We start from (117) and apply a partial Fourier transform

with respect to the space variable (as in the proof of Proposition 2.2). With the amplification matrix
</ defined in (16), we obtain

V(g Vre) Fre)
Vn>s, VEER, : = of (' 2%¢) : + At :
V(g V(e 0
This relation yields
VR (€) V3 (¢) F(e)
Vn>s,VEER, : =8 | | H ALY (AT
Vs (e) Vo () " 0

Using the uniform bound for the amplification matrix &/ (here we use the stability assumption for
the Cauchy problem), we obtain, for a given numerical constant Cp,

nzs VEeR, TR+ + V@) < Co ([F©)] 4 +]P©)]) +Codt 3 [Fr(g)].

(120)
It only remains to “integrate” (120) with respect to n. For the sake of clarity, we state this kind of
Gronwall inequality separately (the proof is a simple application of the ¢! x£2 convolution inequality
and we leave it as an exercise for the interested reader).

Lemma 5.1. Let s be an integer, and let Cy,Cy be some nonnegative constants. Let (an)n>s and
(bn)n>s denote some sequences of nonnegative numbers that satisfy

n—1

Vn>s, a,<Cias+Cy me.
Then for all v > 0 and all At €]0,1], there holds
—2ynAt 2 Y Z A —2ynAt 2
supe a, + ——— te a;,
n>s 1+7At n>s+1
C3 1+~At

2 —2vsAt 2 2 —2v(n+1) At 32
<2Cje aS+2At2 — ZAte b;, .

n>s
We apply Lemma 5.1 to (120), and obtain

—2yn At |Trn 2 v —2ynAt |Trn 2
supe VO + & nglﬁte V()]

<o (e s ([P + 4 [Fof) + TS Y Ao g

n>s

<C |ﬁ(§)’2+...+|}§(§)|2+1%7m ZAtef27(n+l)At|ﬁ(£)|2 7

n>s

with an appropriate numerical constant C. We integrate the latter inequality with respect to &, use
Plancherel’s and Fubini’s Theorems, and obtain our first main estimate for the sequence (V}):

_2~m n Y —29n n
supe 27 AtZA;ﬂVj |2+m Z ZAtAxe 2y At|Vj |2

nzs JEL n>s+1 jEZ

1+~ At
<O S Ac(fR++ 1P + 2SS AtAwe 2 DA prz | (101

! g
j>1l—r n>sj>1l—r
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Observe that in the right hand-side of (121), the sums with respect to j only start at j = 1 —r since
the initial conditions and the interior source term vanish for j < —r.
To make the estimates below easier to read, we define the quantity

Source := Z Ax (|f30|2 +ot |fjs|2)

j>1-r

0
14+ ~At _ -
e D AtAze DA ERR L NN Are 2T A gn)?,
n>sj>1l—r n>s+1j=1—r
which gives a measure of the source terms with some appropriate weights. With this definition, the
inequality (121) reads
supe 27 AL ZAJC|V"|2 7 Z ZAtAme_M”At\Vj"PSCSource.

nzs JEZ 1+ f}/At n>s+1 jEZ

If we add some terms on the left hand-side that are obviously smaller than the right hand-side, we
get

sup e 27n At ZA:U|V”|2

>0 1 + 1+~ At DD AtAze " AVI? < C Source.

JEZL n>0jEZ
We then easily deduce (here we use v > 1):

max(p,q+1)

_ 1+~ At 20
2y n At n|2

E E Ate 27 \Vj| SCi’yAaz urce < AL ource < At
n>0 gj=l-r

Combining with (121), we have already derived the inequality

supe 27nAt Ax |V} 2 77 At Az e 27n At yn 2
sup j;r V7P + +7Atn§)j§1;r V7"
max(p,g+1)
+ Z Z Ate 2ymat \V”|2 < — Source (122)
n>0 gj=l-r
with a new numerical constant that is still denoted C. The inequality (122) respresents “half” of
(116). More precisely, it is now sufficient to prove a similar estimate to (122) for the sequence (W)
and the combination of both estimates will give (116).
e We recall the definition (119) of the source term g7, n > s + 1. The operators B; , are defined
n (33). In particular, there exists a numerical constant C' such that

s+1 g+1
Vi=1l-r...,0, Va>s+1, |g/|<|gil+VPI+C > > Vol
o=0¢=1
We then obtain
0 ) q+1
o> Ate A< M Z Ate 27 A g4 Y N Ate 2 ALY
n>s+1j=1—r n>s+1j=1—-r n>0j=1-r
< gSource
At
where we have used (122) in the end to estimate the traces of (V") on j =1,...,¢+ 1. We now use

the fact that (118) is strongly stable and get

C
: ry ~ Z Z AtAIe—Q’ynAt ‘Wn‘2 + Z Z Ate —2yn At |Wn|2 < K Source .
+'Y n>s+1j>1—r n>s+1j=1—r

Adding zero to the left hand-side (the initial conditions in (118) vanish), we obtain

P
C
S — Z Z AtAsce_Z'Y”At|WJ”|2+Z Z Ate_M"At|W;L|2 < ESource. (123)

1+7At n>0j>1-r n>0j=1-r
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Using (123), we derive the £2° (Ef) estimate (we use the same type of inequalities as above):

e—2'ynAt Z AZ‘|W}7’|2§
vy

j>1-r

Combining with (123), we end up with

SupefzvnAt 2 : Aac|an‘2+ﬁ E E AtAx6727nAt|WJn|2
n>0 4 +vAt ‘
jzl-r n>0j>1—r

P
C
+ Z Z Ate 27 AL N2 < @Source. (124)
n>0j=1-r

Summing (124) and (122), we complete the proof of Proposition 5.1. O

Of course, the result of Proposition 5.1 is not satisfactory because it does not give any information
in the limit At — 0. Nevertheless, the proof of Proposition 5.1 gave us the opportunity to introduce
some major tools in the derivation of so-called semigroup estimates (meaning estimates in £;°(¢3) for
the solution). The first main tool is to introduce an auxiliary problem that takes care of the initial
condition. By linearity of the problem, we are reduced to the case of zero initial data for (32). There
are two important steps in the estimates of the solution, and at each of these steps we have lost one
(large) factor At~! in the proof of Proposition 5.1. The first crucial point is to obtain trace estimates
for the solution to the auxiliary problem. These trace estimates should be obtained for a solution
to a numerical scheme for which the initial conditions do not vanish (consequently it does not seem
possible to exploit the results of Section 3 to derive these estimates). There is no clear reason why
the solution to the Cauchy problem should satisfy a trace estimate uniformly in At, so our strategy
in Proposition 5.1 looks a little hopeless. The second crucial point is to obtain semigroup estimates
for the solution to (32) with zero initial data. Without any additional information, this step yields
a factor At~!, so a new strategy is needed.

As far as the choice of the auxiliary problem is concerned, we can try to follow Rauch’s method
[18]. The most simple strategy is to find some kind of “strictly dissipative” numerical boundary
conditions. This strategy is the main guideline of [26] and was also used in [(] to extend the result
of [26] to multidimensional problems.

5.2. Wu’s argument. From now on, we consider numerical schemes with only one time step,
meaning that s = 0 in (32). Furthermore, in this paragraph, and this paragraph only, we consider
scalar problems, meaning that N = 1. The numerical scheme thus reads

urtt=qQur, i>1, n>0,
Uit =Yoo Uy +bejoUfyy, j=1-r,...,0, n>0, (125)
UjO:fja jz]-fr,

where the operator @ is given by

p
Q= Z aT", (a_p,...,a,) € RPTTHL

b=—r

and the by ; 1, b ;0 are real numbers. The integer r and p in @) are fixed by the conditions a_, # 0,
ap # 0. The unknown (U}') in (125) is a sequence of real numbers. Let us first observe that
the amplification matrix o7 associated with @ is a complex number, see (11). Consequently, if the
numerical scheme for the Cauchy problem is stable in the sense of Definition 2.1, then one necessarily
has (this is the von Neumann condition)

VneR, |&(e')| <1,

and this implies
Voe(Z), [Qulew < vlee, - (126)

In other words, we are in the trivial case of stability for the Cauchy problem.
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The following Lemma is proved in [26] and states that there exists at least one choice of numerical
boundary conditions for which one can perform energy estimates “by hand” and incorporate nonzero
initial data.

Lemma 5.2 ([20]). Let either r > 1 or let r = 0 and a—, # 1. Let us further assume that the

operator Q in (125) satisfies (126). Then there exists a choice of real numbers b1 quz, - - - bp+1,auz
such that the solution to
Vit =Qvp, i>1, n>0,
Vit =0 j=2—r,...,0 0
ot _ s w1 Sy (127)
Vlfr :Zzzobl—&-f,auzvl_i_g y ]:1*7”,...,0, TLZO’
‘/jo = fj ) ] >1- r,
satisfies
1
sup Y Az VPP AL > VPP <C Y Az|fy]P (128)
nz0 59, n>0  j=l-r J>1—r

for all At €10, 1] with a constant C' that does not depend on the initial condition (f;) in (127), nor
on At.

We refer to [20, page 84], see also [9, page 583], for the proof of Lemma 5.2. The estimate (128)
is very strong because there is even no exponential weight in the terms on the left hand-side. Of
course, one trivial consequence of (128) is the following estimate that looks more than what we were
used to:

1
Supe—Q'ynAt Z Ax“/jn‘Q + ZAte—2'ynAt Z |ijn‘2 <C Z Al’lfj|2
n=0 j>1—r n>0 j=1—r j>1—r
One important thing to notice in Lemma 5.2 compared with Proposition 5.1 is that now we have a
very good control of the trace of the solution to the auxiliary problem. Lemma 5.2 is the building
block for proving the following Theorem that answers the problem of semigroup estimates for scalar
equations and one time step schemes.

Theorem 5.1 (Semigroup stability for scalar problems [26]). Let either r > 1 or let r = 0 and
a_r # 1. Let us consider the numerical scheme (125) with an operator Q that satisfies (126). Let
us further assume that the scheme (125) is strongly stable in the sense of Definition 3.1. Then there
exists a constant C' > 0 such that for all v > 0 and all At €]0,1], the solution to (125) satisfies

supe 2YmAL Z A;v|UJ”|2§C Z Az |f;]?.

n20 j>1—r j>1—r

The proof of Theorem 5.1 is based on a decomposition U = V + W that is similar to the one
used in the proof of Proposition 5.1. Lemma 5.2 gives the semigroup estimate for the auxiliary
problem as well as some trace estimates. Unfortunately, Lemma 5.2 does not give a trace estimate
for any fixed index j; it only gives a control of the traces from j =1 —r up to j = 1. To control
the traces for any index j, the argument in [20] relies on the Goldberg-Tadmor Lemma and this is
the main point of the proof where it is crucial to deal with scalar equations. Deriving a semigroup
estimate for W follows from the same argument as for V' since we already know that the traces of
W are controlled (this is the strong stability assumption). Since one step in the proof of Theorem
5.1 heavily relies on Proposition 4.2 (the Goldberg-Tadmor Lemma), it is not clear that the result
extends to multidimensional systems because such systems usually do not reduce to decoupled scalar
equations.

5.3. A more general framework for semigroup stability. Our goal in this paragraph is to
propose an analogous method to that of Wu but that can be extended to multidimensional problems.
In particular, a crucial issue is to avoid using the fact that the equation is scalar, or to avoid using
Proposition 4.2. One should perform similar calculations to those in [26] but always in a vectorial
framework. The main point to keep in mind is that (126) is a property that can hold even for non-
scalar problems and this will be our starting point for the analysis of this paragraph. The results
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that we present here are all taken from [6]. As in the preceeding paragraph, we restrict to one time
step schemes:

U;+1—QUn+AtFn 7>1, n>0,
U;LH ZE OBZJ’*IU—}—Z +Be,goU1+e+g"“, J=1=r...,0, n=>0, (129)
—f]a jZl—?",

where the operator @ is given by

p
= Z AT, A, A, € MN(R),
b=—1r

and the unknown (U7") in (129) is a sequence of vectors in RY. Similarly, the matrices By, j 1, By,j0
in (129) belong to .#y(R). We then make the following assumption.

Assumption 5.1 (Trivial stability for the Cauchy problem). The operator Q in (129) satisfies
1Qllezzy < Ilvllezzy for all v € (Z).

For simplicty, we shall use the following notation for the ¢? norms: Az > 0 being the space step,
then for all integers m, < ms, we set

mao

HVH?nl,mz = A.’I; Z H/]|2

j=ma

to denote the £2-norm on the interval [mq,mz] (m; may equal —oo and mg may equal +00). The
corresponding scalar product is denoted by (-, )m; m,. Our main result gives semigroup estimates
as well as interior and trace estimates for the solution to (129) with arbitrary initial data in ¢2.

Theorem 5.2 ([6]). Let Assumptions 3.1 and 5.1 be satisfied, and assume that the scheme (129) is
strongly stable in the sense of Definition 3.1. Then there exists a constant C' such that for all v > 0
and all At €]0,1], the solution to (129) satisfies the estimate

P
ST U o+ gy 3 AT AU et 3 A 3 (O3
n>0 At +1 £

2 n>0 j=1-r

0
At+1 _ _
<C ||f||%7r’+oo + yat+-o Z At e~ 27 (nt+1) At ”FnH%,Jroo + ZAte 2yn At Z |gj |2
n>0 n>1 j=1-r

(130)
As in [26], the proof of Theorem 5.2 relies on the introduction of an auxiliary problem where,
compared with (129), we modify the numerical boundary conditions. Our auxiliary problem is not
the same as in [26]. As a matter of fact, we directly show by means of the energy method that

the Dirichlet boundary conditions are what we call strictly dissipative. This is an improved version
of Proposition 4.2 since we are able to prove the strong stability estimate and also a semigroup
estimate for the solution to the numerical scheme with Dirichlet boundary conditions and arbitrary
initial data (recall that Proposition 4.2 first assumes that the equation is scalar and only gives a
strong stability estimate for zero initial data). Moreover, since we are able to obtain a direct proof
of the Goldberg-Tadmor Lemma (with an even stronger result), we do not need to rely anylonger on
Proposition 4.2 and we can thus go further than the scalar case. More precisely, it is shown in [6] that
the approach developed for proving Theorem 5.2 works in exactly the same way for multidimensional
problems (not necessarily salar ones). As far as we know, this result even gives the first examples
of strongly stable schemes for genuine multidimensional problems (meaning problems that do not
reduce to scalar equations). What remains of this paragraph is devoted to the proof of Theorem
5.2. We first focus on the case of Dirichlet boundary conditions, and we shall then see how this
preliminary result can be used to prove Theorem 5.2.
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We therefore begin with the proof of the following refined version of Goldberg-Tadmor’s Lemma.
Considering the numerical scheme

VI =QVIr+ALFP, j>1, n>0,
n+l _ n+l .
Vj *g_j ) ]*177’7"'a07 77,20, (131)
V}O = fJ ) .7 2 1- r,
we are going to show
Theorem 5.3 ([0]). Let Assumptions 3.1 and 5.1 be satisfied. Then there exists a constant C' such
that for all v > 0 and all At €]0,1], the solution to (131) satisfies the estimate

supe 2TMAL VR L b — T N At A [V, L
>0

n>0 yAt+1 £
max(p,q+1)
+Y Ate A N VPP <O I+ D Ate 2D AY EY R
n>0 j=1-r n>0
0
+D Ate2ImAL N g2 h L (132)

n>1 j=1-r
In particular, the discretization (131) is strongly stable in the sense of Definition 3.1.

Proof of Theorem 5.5. o For simplicity, we shall give the proof of Theorem 5.3 in the special case
where F]' = 0 in (131). The argument is simpler in this case, and we refer to [0] for a complete
treatment of the case with an interior source term. We decompose the operator ) as

Q:=I+Q.
Assumption 5.1 is then equivalent to the inequality

YVerr, 2(V,QV) FQVI s 400 < 0. (133)

—00,4+00

We first use the relation Vj”“'1 =I+Q) VIt for j > 1 (recall that we assume F' = 0 here), and
derive

VPR oo = IV e =2 (V" QVT) L o +HIQ VT 4 - (134)
For a fixed integer n, we introduce the sequence (W), ez such that W; = Vi for j > 1 —r and

W; = 0 for j < —r. Due to the structure of the operator @ (a linear combination of the shifts
T7",...,T?), we have QW; = 0if j < —r —p, and QW; = Q V" if j > 1. Using (133), we thus get

0=>2(W,QW)__ ,  +IQWI o
=2(W,QW),_,+2(W.QW), _+IQWIE,, +IQWIE_ o+ QWIS 1o
=2(V"QW),_ o +2(VQV™), + QW+ QW0+ 1@V 1w
=2(Vv",QVv™) HIQV™MF 4o + IV + QWIR o + IQWIE o = IV I, (135)
We insert (135) into (134) and obtain
IVHE e = IV oo + IQWIE e + IV + QW < V73,0 (136)

At this point, two situations may occur depending on the integer p. Let us first consider the case
p > 1. Then, by Assumption 3.1 (with s = 0), A4, is an invertible matrix and the following result
holds.

1,400

Lemma 5.3. Let p > 1 and let A, be invertible. Then there exists a constant ¢ > 0 that does not
depend on At nor on V™ such that the following estimate holds:

||Q W”%frfp,fr + ||Vn + Q WH%f'r,O Z & ”VnH%fr,p .
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Proof of Lemma 5.3. Proving Lemma 5.3 is equivalent to proving that the quadratic form (that is
independent on n)

—r 0
(Vs Vi = > 1QWGP+ Y [V + QW) (137)
j=1—-r—p j=1-—r

is positive definite. Recall that W denotes the extension of V™ by zero for j < —r. The quadratic
form (137) is clearly nonnegative. Let us therefore consider some vector (Vi ..., V") that satisfies

Vi=1l-r—p...,—r, QW;=0, VYj=1-r...0, V'+QW;=0.  (138)
We first show by induction on j that V;* =0 forall j =1—r,...,p—r. Let us recall that p > 1, so
we can write @ = @ — I in the form

p—1
Q=A,T"+ ) AT

l=—1

In particular, we have @Wl,r,p = A, V", and V" = 0 because A, is invertible. For j =

1—r—p,...,—r, @ W; equals A, Vi, plus a linear combination of the V;", £ < j + p. Since the
first term VJ’, is zero, we can proceed by induction and get Vi*, =--- =V =0.

We now use the second set of equalities in (138). In particular, we have Vi + @Wl_,. =
QWi_, = Ap V', 1. Therefore, Vi, = 0, and the rest of the proof follows from another
induction argument. We have thus shown that (138) implies (Vi ..., V") = 0. Hence the quadratic
form (137) is positive definite. The proof of Lemma 5.3 is complete O

We now complete the estimate of the sequence (V). Going back to (136) and using Lemma 5.3,
we have

P 0
VA oo = IV oo Hedz D0 VPP <Az Y VP (139)
j=1—1r Jj=1-r

The end of the proof consists in “integrating” (139) over N. We let v > 0 and, for the sake of clarity,
we introduce the notation

P 0
%n = e—2'ynAt Z |ijn|2’ gn — e—2’ynAt Z |‘/an|2

j=1-r j=1-r

7/71 — e—Q’YnAt an %

We multiply (139) by exp(—2+vn At) to obtain
1
21Ny Ly ; A%, < L ALY, .

Summing this inequality from 0 to IV yields

2'yAt -1

N
278ty S T2 ZAM/ + = ZAL%’ <Y+ ZAt%ng%aL%ZAt%.
0

n>0

Letting N tend to +o0o, we have proved

i sup /o 9 STA D AtB, <C | S+ Axbo+ > Atg, | . (140)

n>1 n>0 n>1

The right-hand side of (140) is directly estimated by the right-hand side of (132), see the definition
above for ¢, and use (131) (recall that there is no interior source term here). The constant C' in
(140) is independent of v and At.

It remains to treat the case p = 0 for which Lemma 5.3 does not hold anymore. In this case, we
go back to (136) and simply ignore the nonnegative “boundary terms” on the left hand-side

V"R oo = IV oo < VI -
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We then proceed as above (with the same notation) to derive the weighted-in-time estimate

1A sup Yy 4y Y ALY, <C | Ko+ Drdy+ Y AL,

=2 n>1 n>1
We have thus derived the inequality

AV A supe 2 AV by YA AV
n>1 n>1

0
SCANIE i + D Ate27mAE N jgn)2

n>1 j=1-r

Adding some terms on the left hand-side that are obivously estimated by the right hand-side, we
obtain (recall p = 0)

p
supe T AV b e DAL VIR 4 DT AT A ST VP
n>0 YAt +1 "0 7>0 j=l—r

0
SO QIS oo+ Y Ate2TmA N7 g2 5 (141)

n>1 j=1-r

e The estimate (141) completes the proof of Theorem 5.3 when g < p. We thus assume from now
on g > p. In that case, we need some additional trace estimates, namely we need to control

q+1
Z Atef2'ynAt Z |V']n‘2 )
n>0 j=p+1
This is done by using the “shift trick” introduced in [26]. More precisely, when p > 1, we define the

sequence W} := Vi, for n > 0 and j > 1 — r, which solves the system (recall that F ;" equals 0 in
(131) for the case that we consider here):

witt=Qwr, j>1, n>0,

Wit =gitl, j=1-r...,-1, n>0,
W07'l+1 :‘/'{Ir‘rl’ nZO,
WP = fir, j=z1l=r.

Applying (141) to W, we obtain

0

SO Ate B AW < O fI, o+ DD AteTIIAL S Jgn2 ST Are2un ALy R

n>0 n>1 j=2—-r n>1
Using again (141) to estimate the last term of the right hand-wide (this is possible because p > 1)
yields
0

DAt P ANV P <O I oo + Y AteTIIAL N gn)

n>0 n>1 j=1-r
We have therefore derived a trace estimate for (V' ;),>0. A straightforward induction argument
gives

q+1 0
POPVESIED FIEETER( T{TIES SRVt ol SRS
n>0 j=p+1 n>1 j=1—r

The combination of (141) and (142) proves the main stability estimate (132) for p > 1.

e To complete the proof of Theorem 5.3, we only need to show how to pass from (141) to (132)
in the case p = 0. Since (141) does not give any trace estimate for (V;*), j > 1, the shift argument
of [26] cannot be used anylonger. From Assumption 3.1, we know that the spectral radius of Ay is
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strictly less than 1. Hence, there exist a positive definite symmetric matrix H and a positive number
€0 such that if we consider the new Euclidean norm on RP

VX eR, |X|p:=VX*HX,
then we have
VXERD, |A0X|H§V1_2€O|X|H-

From the relation
1

0
‘/171-&-1 — AO ‘/1'” + Z Ag V{f’_e = AO Vln + Z Aj—l g?,

b=—7r j=1-—r

=:X"

where we use the notation g? =fiforj=1—-r,...,0, we get
VI = Ao VI3 + 2 (Ao Vi) H X" + | X3
< (1=2e0) V"5 +2(Ao V") H X" + X" 3 < (1 —e0) V" [i + (1 +5) X[

By definition of X™, this turns into
0

Vi g = VP + e V5 < © Z 977

j=1-—r
Using the same summation process as earlier, we obtain

{(1 _e—2'yAt) +€O€—27At} ZAte—2'ynAt |‘/1n|%1
n>0

0
SO QIR oo+ Y Ate27m80 3 7 |gi)?

n>1 Jj=1-r

The norm | - |z and the standard Euclidean norm are equivalent, so that

0
D AteTEIAVIE L C IR g + D AeTHTAY BT g
n>0 n21 =

with a constant C' that does not depend on « nor on At. The proof of (132) follows from an
induction argument where we apply the above method to recover the estimate for the trace (V;'n)nZO;
j=2,...,9+ 1. The proof of Theorem 5.3 is now complete. U

It only remains to show how Theorem 5.3, which is already interesting on its own, also implies
Theorem 5.2.

Proof of Theorem 5.2.  We rewrite the solution to (129) as U = V* + W', where (V") satisfies
VI =QVP+ALFr, j>1, n>0,

Vj”“—g;‘+1 j=1-r...,0, n>0,
_f_77 jZl—T,
and (W) satisfies
Wit =Qwy, i>1, n>0,
Wn+1 Zé OB&Ja—ané +B£]7OW1+Z+9J ’ j:l—r,...,O, TLZO, (143)
WJ07O7 ]2177’

The source term g in (143) is defined by

q
Vi=1-r...,0, Va>1, g':=Y B 1V +BeoV, (144)
£=0
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The estimate for (V}") is given by Theorem 5.3. In addition, since the discretization (129) is strongly
stable in the sense of Definition 3.1 and the initial data in (143) is zero, (W}') satisfies

AtJrl ZAte—2'ynAt HWnHl T+OO+ZAte—2fynAt Z |W"‘2
Y

n>0 j=1-r

0
SOZAteiZWﬂAt Z |§;z2

n>1 j=1—r
The defining equation (144) together with (132) allow us to control the term involving g7 by
0

ZAte—Q'ynAt Z ‘§Jn|2

n>1 j=1—-r

0
’)/At+1 _ n n — n n
SO QIR oo+ D Ate 27 OFUAEYR 4 T AteT2 A Y g

n>0 n>1 j=1-r
(145)
Hence, we obtain
0
Ate—2’ynAt wn Ate—nynAt wn 2
L W71 oe 3 3 my
yAt+1 0
SO QIR oo+ D Ate 2N E Y T AteT2IA Y g
n>0 n>1 j=1-—r
(146)

The combination of (146) for (W}') and of (132) for (V}*) proves a first part of Theorem 5.2. To
complete the proof, it only remains to control the £3°(¢3) norm of (W}).

e We start from (143) and apply the strategy of the proof of Theorem 5.3. Since the derivation of
the inequality (136) only relies on Assumption 5.1 and not on the numerical boundary conditions,
we have (just ignore the nonnegative boundary terms on the left hand-side of (136))

IR e = I e < IR

We multiply this inequality by exp(—2+n At) and use the summation process as in the proof of
Theorem 5.3. Since the initial data for (143) vanish, this yields
supe —2ynAt ”WnHl oo < <C ZAtef2'ynAt Z |Wn|2

n20 n>1 Jj=1-r

We now use the strong stability of (143) and the above estimate for the source term (g7') to derive
supe™ 27" AW
n>0
0
At+1 _ _
<O NI oo+ L= Do AT DA R ST A2 A ST g
n>0 n>1 j=1l-r

Summing the latter inequality with (146) and the estimate (132) for (V}"), we complete the proof of
the estimate (130). O
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5.4. The Lax-Friedrichs scheme. The above analysis applies to the Lax-Friedrichs scheme (20)
provided that we can check Assumption 5.1. More precisely, let us consider the numerical scheme
(20) with a real symmetric matrix A. The amplification matrix </, F satisfies the von Neumann
condition if A p(A4) < 1, see (21). Moreover, when A is symmetric, the amplification matrix </ is
a normal matrix. Hence its norm equals its spectral radius and we can conlude that Assumption 5.1
is satisfied. We can now state our main result for the Lax-Friedrichs scheme with general boundary
conditions:

U +UN; MA

Ufﬂz% — Ul U +ALER, j21, n20,
Uyt = S0 Bo 1 Ul + Boo Uy + 971 n>0, (147)
Uy = fy, j>0.

Theorem 5.4. Let A be a real symmetric matriz and let X > 0 satisfy A p(A) < 1. If the numerical
scheme (147) is strongly stable in the sense of Definition 5.1, then there exists a constant C > 0
such that for all v > 0 and all At €]0,1], the solution to (147) satisfies the estimate (130).

If all eigenvalues of A are negative, we have seen that the Neumann boundary condition USLH =
U{”l + g"*! yields a strongly stable scheme, so Theorem 5.4 applies. Of course, the result is not
very spectacular for such simple numerical schemes, but for schemes that involve many grid points
(as in the case of Runge-Kutta schemes introduced in Section 2), it can become very complicated
to verify an estimate like (130). As observed in numerous places in these notes, our future goal is
to extend all the results presented here to multidimensional problems and we hope that our future
results may bring more significant progress in this direction.



98

JEAN-FRANCOIS COULOMBEL

6. A PARTIAL CONCLUSION

In these notes, we have tried to make a general and complete presentation of the derivation
of stability estimates for fully discretized hyperbolic initial boundary value problems. The theory
involves quite many arguments that we briefly summarize.

(i)

(i)

(iii)

(iv)

The stability theory for the discretized Cauchy problem gives rise to the well-known wvon
Neumann condition. The latter is a necessary condition for stability. In the class of geomet-
rically reqular operators, it turns out to be also a sufficient condition for stability.

The stability theory for discretized initial boundary value problems deals first with problems
with zero initial data. In that case, an appropriate notion of stability was introduced in [10]
and is referred to as strong stability. Using the Laplace transform, strong stability is first
shown to be equivalent to an estimate for the resolvent equation. This preliminary reduction
shows that the so-called Godunov-Ryabenkii condition is necessary for strong stability to
hold. A refined and more quantitative version of the Godunov-Ryabenkii condition arises for
strongly stable schemes and was referred to in these notes as the Uniform Kreiss-Lopatinskii
condition.

The difficult part of the theory is to show that this condition is not only necessary but
also sufficient for strong stability. The main technical points for doing so is to reduce the
symbol M of the resolvent equation to the discrete block structure and then to construct a
Kreiss symmetrizer. Reducing the symbol to the discrete block structure is possible in the
framework of geometrically regular operators, while the construction of a Kreiss symmetrizer
also requires the the fulfillment of the UKLC.

Once the case of zero initial data is clarified, the remaining part of the theory consists in
incorporating arbitrary initial data and proving semigroup estimates. This does not seem
possible without any further assumption on the numerical schemes that we consider. In these
notes, we have presented a general argument that works for many one time step schemes.

In the case of zero initial data, the stability theory presented here seems to be complete since
we do not know of any stable discretization for the Cauchy problem that violates the geometric
regularity condition. The situation becomes far less clear in several space dimensions. In that case,
even simple examples show that geometric regularity can be lost and further arguments need to be
developed. Dissipative schemes were considered in [17] and we hope to push the analysis beyond
this class in a near future. From a practical point of view, it would also be very interesting to
develop powerful computational tools to check the UKLC in some situations where it cannot be
done analytically.

Incorporating nonzero initial data for one time step schemes works the same in one or several
space dimensions with the argument presented here. Hence the main open problem is to consider
numerical schemes with several time steps.
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