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1 Homogeneous first-order conservation laws

1.1 Introduction
Let d > 1 be the space dimension. Let A € Lip(R; R?) be the flux. Consider the PDE
Opu(z,t) + divg(A(u(z, 1)) =0, zeT >0, (1.1)

where T¢ is the d-dimensional torus. Eq. (1.1) is a non-linear first-order equation in conservative
form. The corresponding non-conservative-form is

Opu(z,t) +a(u(z,t)) - Vou(z,t) =0, z€T9 ¢>0, (1.2)
where a(&) := A'(&).

Transport equation. Consider the simple case a = Cst. The solution to (1.2) with initial
datum v is
(z,t) = v(z — ta).

The graph of x — u(z,t) is transported at speed a.

Non-linear case. In the non-linear case, one can solve the equation for characteristics to solve
(1.1). This works as long as the solution remains Lipschitz in the space variable. Graphically,
on the plot of x — wv(z), this amounts to transport each v-slice at speed a(v). Some simple
examples, for example the non-viscous Burgers’ equation a(§) = &, with a bump function as
initial datum, show that shocks will appear at some time.

Kinetic unknown. Let us emphasize this idea of transport of the graph for solving (1.1).
Introduce the characteristic function of the sub-graph of © — w(x,t): this is the function

f(ta Z, 5) = 1u(w,t)>§' (13)
Solve the free transport equation
OWf +a(g) -V, =0. (1.4)

Again, this works until shocks appear again. The kinetic formulation will incorporate an addi-
tional term to (1.4) to take into account the formation of shocks and the loss of regularity of
solutions.



1.2 Kinetic formulation

Definition 1.1 (Solution). Let ug € L>(T9), let T > 0. A function
u € L¥(T? x [0,T]) N C([0, T]; L*(T7))

is said to be a solution to (1.1) on [0,T] with initial datum uo if v and £ := 1,5¢ have the
following properties: there exists a finite non-negative measure m on T¢ x R such that, for all
p € CHT? x R), for all t € [0,T],

(1), 0) = (fo. ) + / (£(5), a(€) - Vp)ds — m([0,1]), (1.5)

where fo(2,§) = 1,,(2)>¢ and the measure m,, is

mo )= [[[ et amit.r.), (1.6

for all Borel set A C [0,T].

One can give a formulation of solutions that is weak in time also: £ should satisfy

T T
/0 (1), Dep(t)) + / (£(8),a(€) - V(D) dt + (m, 0ew) + (F0,0(0)) =0, (1.7)

for all ¢ € C}(T9x [0,T) x R). The formulation (1.7) follows from (1.5) and the Fubini Theorem
(consider tensor test functions ¢: (z,¢,£) — o(x, £)0(t) first). The converse is true in the context
of generalized solutions (see Definition 1.6 below). It is more delicate when considering mere
solutions. Indeed, one can deduce from (1.7) that ¢ — (£(¢), ) has right- and left- traces at
every point ¢, but then one has to show that these traces have the representation (£(t), ¢). Thus,
either the continuity in time of the solution, or a result of uniqueness is required to complete the
arguments. We will make some specific efforts to work with the formulation (1.5), given at fixed
t, because it is better adapted to the study of the stochastic perturbation of (1.1). Let us state
the fundamental result of Lions, Perthame, Tadmor 1994, [13] (in which solutions are defined
according to (1.7) actually).

Theorem 1.1 (Lions-Perthame-Tadmor 1994, [13]). Let ug € L>(T4), let T > 0. There eists
a unique solution
ue L®(T* x [0,7)) N C([0,T]; L' (T?))

to (1.1) on [0,T] with initial datum wug.

1.2.1 Entropy formulation - kinetic formulation

We have the fundamental identity
[ (L = 1020/ (€)d6 = o) = 6(0). (18)

for all ¢ € C*(R), which establishes a relation between non-linear expressions of u and the
integral of £ := 1,¢ against a test-function in £. Using (1.8) in (1.5) with a test function

o(x,8) = ()’ (€),



where 7 € C%(R) is a convex function and ¢ € C1(T?) is non-negative, one obtains the entropy
inequality

(n(u)(8), ¥) = (n(u)(0), ) +/O (a(u)(s), Vipyds — m(¥n")([0,1])

< (1(u)(0), %) + / (a(u)(5), V) ds, (19)

where
q'(§) = n'(§)a(§). (1.10)
Note that (1.9) implies the distributional inequality

On(u) + divy(g(u)) < 0. (1.11)

Conversely, one can deduce (1.5) from (1.9) by setting

m(-, &) = —(0m™ (w; &) + diva (g (u;€))),

where 7V (u; &) = (u — &)T is the semi Kruzhkov entropy and

q" (u;€) = sgn (u— &) (A(u) — A(9))

the corresponding flux.

1.2.2 Some facts on the defect measure

The measure m is a defect measure regarding the convergence of the parabolic approximation
opuf (z,t) + divy (A(us(z,t)) — eAus(z,t) =0, ze€ T ¢>0, (1.12)
to (1.12). Indeed, using the usual chain-rule and (1.8), we infer the kinetic formulation

($(1), ) = (£0,0) + / (£°(s),a(€) - Vo — cApds — m3 ([0, 1), (1.13)

where £°(t) = 1, (5)>¢ and

€ — £ € 2
(m®, @) := //’H‘dx[O,T] o(x, t,uf(z,t))e|Vu (z, t)|*dz.

With a slight abuse of notation, one writes m® = £|Vu®|?d,:—¢. By the energy estimate (this
amounts to take p(z,£) = £ in (1.13)), one obtains the bound

m®(T% x [0,T] x R) < 1, (1.14)

where the notation A, < B, means that A. < CB. for a constant C independent on . Using in
(1.13) test functions with a higher power, like

£
o(2.6) = / Cld,

one can also show the tightness condition

///m[o,T]xR Eldm(z,t,€) S 1. (1.15)



It follows from (1.14) and (1.15) that, up to a subsequence, (m¢, ¢) — (m, @) for all continuous
bounded ¢: T¢ x [0,T] x R — R, where m is a finite non-negative measure on T¢ x [0, T] x R.
This is what we call the weak convergence of measure (sometimes called narrow convergence of
measures). Let us take the limit e — 0 in (1.13). We obtain

(), 9) = (£0, ) + / (f(5),a(€) - Vphds — mio([0.1]), (1.16)

where f(t) is the “limit” of £°(¢), which has to be specified. We have also to specify the set of
times ¢ for which (1.16) is satisfied. For the moment, let us simply remark that, if we assume
that (1.16) is true for all ¢ € [0, 7], and if we assume the strong convergence

u® — win C([0,T]; L' (T%)),

which ensures that f(t) = £(t) = 1,()>¢, then the limit u is a solution to (1.1).

1.3 Kinetic functions

Let us come back to the problem of taking the limit in (1.13) for ¢ € ey, where
en={en;n €N}, (e,) 0.

We know that 0 < £¢ < 1, therefore, up to subsequence, £¢ — f in L>®(T¢ x [0,T] x R)
weak-*, where 0 < f < 1 a.e. (note however that nothing guarantees that f has the structure
f=1=1,>¢). We can say more about £°. Let us introduce the Young measure

V;,t(f) = _affs('rat7£) = 6u5(x,t):§7 (117)

or, more precisely, for all 1 € L!(T? x [0, T1]), for all ¢ € Cy(R),

// (e, )6, 5 ) dadt = // (e )P (z, 1)) dadt. (1.18)
T4 x[0,T] T x[0,T)

We have the tightness estimate (p is any exponent > 1)

sup / (€7, ve ,)dx = sup/ |u€(x,t)|pdr§/ |ug(z)[Pdx < 1. (1.19)
Td ’ Td Td

te[0,T] te[0,T]

This implies in particular that

I tersgans . (1.20
T4x[0,T]

By the usual theory of Young Measures, [2], this shows that there exists a Young measure v such
that, up to a given subsequence, for all ) € L*(T? x [0,T)), for all ¢ € Cy(R),

J vz [ i ddat (1.21)
T x[0,T] Td x[0,T]

We also know, by lower semi-continuity, that the following slightly weaker form of the estimate
(1.19) holds true in the limit:

1
sup — // (€], v t)dadt < +00, (1.22)
J ‘J| TdxJ



where the sup in (1.22) is over open intervals J C [0,T]. Using (1.21), the estimates (1.20),
(1.22), and some approximation arguments, one can show that £ — f in L>(T¢ x [0,7] x R)
weak-*, where f is defined by

f(‘ratag) = Vz,t(ga +OO) (123)

What we have gained now is that we know that f has a special structure. We introduce some
definitions related to this.

Definition 1.2 (Young measure). Let (X,.4,\) be a finite measure space. Let P;(R) denote
the set of probability measures on R. We say that a map v: X — P;1(R) is a Young measure on
X if, for all ¢ € Cy(R), the map z — (v,, ¢) from X to R is measurable. We say that a Young
measure v vanishes at infinity if, for every p > 1,

Jtervaane = [ [ lera©ire < +oe. (1.24)

Definition 1.3 (Kinetic function). Let (X,.A,\) be a finite measure space. A measurable
function f: X x R — [0, 1] is said to be a kinetic function if there exists a Young measure v on
X that vanishes at infinity such that, for Md-a.e. z € X, for all £ € R,

f(2,8) = v:(§, +o0). (1.25)

We say that f is an equilibrium if there exists a measurable function u: X — R with v € LP(X)
for all finite p, such that f(z,&) = £(z,&) = L1y)>¢ a.e., or, equivalently, v, = 0¢—y () for a.e.
ze X.

Definition 1.4 (Conjugate function). If f: X xR — [0,1] is a kinetic function, we denote by f
the conjugate function f:=1— f.

We also denote by x; the function defined by x7(2,§) = f(2,£) — 1lo>¢. This correction to f is
integrable on R. Actually, it is decreasing faster than any power of || at infinity. Indeed, we
have x¢(2,£) = —v.(—00,§) when £ < 0 and xf(2,&) = v.(&, +00) when £ > 0. Therefore

0 [ e olane) < [ [ crav.©ane) < (1.26)

forall £ e R, 1 <p < +oo0.
We will use the following compactness result on Young measures (see Proposition 2.3.1 and
Corollary 4.3.7 in [2]).

Theorem 1.2 (Compactness of Young measures). Let (X, A, \) be a finite measure space such
that A is countably generated. Let (V™) be a sequence of Young measures on X satisfying the
tightness condition

sup /X /R €[Pdv™ (€)dA(2) < +oo, (1.27)

for all1 < p < 400. Then there exists a Young measure v on X and a subsequence still denoted

(™) such that, for all h € LY(X), for all ¢ € Cy(R),

Jim /¢ €)dv™(€)dA (= / /¢ )dv, (€)dA(z). (1.28)



For kinetic functions, Theorem 1.2 gives the following corollary (see [5, Corollary 2.5]).

Corollary 1.3 (Compactness of kinetic functions). Let (X, A, \) be a finite measure space such
that A is countably generated. Let (f) be a sequence of kinetic functions on X x R, f,(z,£) =
v (€, +00), where the Young measures v are assumed to satisfy (1.27). Then there exists a
kinetic function f on X x R (related to the Young measure v in Theorem 1.2 by the formula
f(z,8) = v.(§,+00)) such that, up to a subsequence, fr, — f in L=°(X x R) weak-*.

At last, related to these convergence results, we give the following strong convergence criterion
(see [5, Lemma 2.6]).

Lemma 1.4 (Convergence to an equilibrium). Let (X, A, \) be a finite measure space. Letp > 1.
Let (fn) be a sequence of kinetic functions on X x R: fn(2,&) = v2 (&, +00) where v™ are Young
measures on X satisfying (1.27). Let f be a kinetic function on X X R such that f, — f in
L>®(X x R) weak-*. Assume that f is an equilibrium: f(z,€) = £(2,£) = 1y(2)>¢ and let

n(z) = / £dvr(€).

Then, for all1 < q <p, u, — u in LY(X) strong.

1.4 Generalized solutions
1.4.1 Limit kinetic equation, up to a negligible set
Again, we come back to the problem of taking the limit in (1.13) for € € ey. Recall the following

Definition 1.5 (Weak convergence of measures). Let F be a metric space. A sequence of finite
Borel measures (,,) on F is said to converge weakly to a finite Borel measure p (denoted p,, — )
if

(bn, @) = (1, 0),
for all ¢ € Cy(E).

Recall also (this is one of the assertions of the Portmanteau theorem, [1, Theorem 2.1]) that
tn — w if, and only if, u,(A) — pu(A) for all Borel set A such that p(0A) = 0. Consequently, in
(1.13), and by considering the measures on E = R, we have

mfp([O,t]) - m@([ovt])ﬂ vt ¢ B, (1-29)

where
Bay = {t € [0,T]; [my|({t}) > 0}. (1.30)

The measure |m| is the total variation of m,. For each k € N*, the set {t € [0,T7]; |m|({t}) >
k~'} is finite since |my| is finite. Therefore B,y is at most countable. By the dominated
convergence theorem, it follows that the sequence of element t — mg([0,¢]) is converging to
t — my([0,t]) in L°°(0,T) weak-*. Note that we can also simply use the the Fubini theorem to
show this result. Indeed, if § € L([0,T]) is given, we have

T T
/Oe(t)mfa([(),t])dt/[O’T]G(t)dmi)(t)<®,mfa>, o(t) ;:/t 0(s)ds.

Consequently, using the Fubini theorem again, we obtain the convergence

/0H(t)mfp([o,t])dt—w@,m@:/o 6(tym., ([0, £))dt.



We also have the convergence

/ (£5(s), a(€) - Vo — eAg)ds — / (f(), al€) - Vo)ds, (1.31)
0 0

for all ¢ € [0,7], and thus in L°(0,7) weak-*. This shows that (£%(¢),) is converging in
L*>°(0,T) weak- to a certain quantity

Fy(t) = (0,0 + / (F(5), () - Vig)ds — my ([0, 1)), (1.32)

We also know that
T T
| @i [ .o
0 0

for all § € L*([0,77]). Consequently, F,,(t) and (f(t), ) coincide for a.e. ¢ € [0,T]:

(F(t),0) = (£, ) +/0 (£(s),a(§) - V)ds —my((0,1]), Vi € No, (1.33)
where Ny has measure zero in [0, T'.

1.4.2 Modification as a cadlag function

Proposition 1.5. There exists a kinetic function f+: T x [0,T] x R — [0, 1] such that
1. ff=fae onTx[0,T] xR,
2. for all p € CL(T? x R), t = (f*(t),¢) is a cadlag function,
3. the identity

t
0

(1), ) = (o, 0) + / (FH(s)al6) - Vyds — mo([0.6), V€ 0.T].  (L34)
is satisfied for all p € CH(T? x R).

Proof. Recall the definition (1.32) of Fi,. Note first that everything reduces to find a kinetic
function f*: T? x [0,7] x R satisfying the identity (f*(t),p) = F,(t) for all ¢ € C}(T¢ x R),
for all ¢ € [0,T]. Indeed, item 1 then follows from (1.33). This in turn implies (1.34) since we
can replace f(s) by f*(s) in the transport term. Item 2 is obvious, since t — F,(t) is a cadlag
function. For t, € [0,T) fixed, we set

te+0

Vo, = lim < Vg 1 dt, iz, te, €)= l/;t*(f, +00). (1.35)
5—0 O te

The limit in (1.35) is in the sense of Young measures on T¢:

) 1 t.+0
vaowi e =t [ w@ond, e v, =5 [ et (130)
T T tx

for all ¢ € LY(T9), for all ¢ € Cy(R). Let us justify the existence of the limit in (1.35). If

(6r) 4 0, then (1.22) shows that the sequence (ug””i*) is compact in the sense of Young measures.



It has therefore an adherence value u;r,t* in the sense of (1.36). For f* defined as in (1.35), we
deduce, for ¢ € C}(T¢ x R), that

t*+5nk
(FH(t).0) = lim — (1), o). (137)

Since (f*(t), ) = F,(t) for almost all ¢ € [0,T7], (1.37) gives

tutdn,
(e = Jim s [ R0 = Foe) (1.38)

The last identity in (1.38) is due to the fact that F, is cadlag. The relation 1.38 shows that
fT(t.), and thus v, = —0f*(t.) are uniquely defined. Consequently, the convergence (1.36)

x,ty
is indeed true for the whole sequence. In this way, we have defined a kinetic function f*. The
identity (1.38) being satisfied at every point t,, the result follows. O

Eventually, we have shown the convergence of £¢ to a generalized solution f with initial datum
fg, according to the following definition.

Definition 1.6 (Generalized solution). Let fo: T¢ x R — [0, 1] be a kinetic function. A kinetic
function f: T¢ x [0,7] x R — [0,1] is said to be a generalized solution to (1.1) on [0,T] with
initial datum fq if

1. for all p € CX(T9 x R), t = (f(t), ) is a cadlag function,

2. there exists a finite non-negative measure m on T¢ x R such that

(1) 9) = ong) + / (f(5),a(€) - Vig)ds — ([0, 1]), (1.39)
for all p € CL(T? x R), for all t € [0, 7).

Remark 1.1 (Measure-valued solutions). One can use the relation (1.25) to express the identity
(1.39) in terms of the Young measure v, only. This relates our notion of generalized solution
to the notion of measure-valued solution as developed by Di Perna for systems of first-order
conservation laws, [4].

The next steps then are the following ones:

1. prove a result of reduction, that states that every generalized solution starting from an
initial datum at equilibrium remains an equilibrium for all time,

2. deduce the strong convergence of u® in LP(T¢ x [0,T]) to the unique solution of (1.1).

This will be established in Section 4.3, in the stochastic framework. In the next section we
complete the analysis of generalized solutions with some results that will be useful later.

1.4.3 Behaviour of the defect measure at a given time

Let f be a generalized solution. By considering the averages

1 [
- dt,
5 /t*_6 Vet



in a manner similar to the proof of Proposition 1.5, one can show that the limit from the left
(f(t=), ) of t = (f(t),p)) is represented by a kinetic function f~, in the sense that

lim (f(t—3),0) = (f"(t),9).

6—0+

By (1.39), we have then, if t € (0,7"), the relation

(f@), ) = (f~ (1), ) =mu({t}). (1.40)

For t = 0, we obtain
(£(0),0) = (fo, 0) — my({0}). (1.41)

We would like to deduce from (1.41) that f(0) = fo. This is an expected identity by consistency.
This is true indeed if fo is at equilibrium, according to the following proposition.

Proposition 1.6 (The case of equilibrium). Suppose that fy is at equilibrium, fo = £o, in (1.41).
Then f(0) = fo and m(T?% x {0} x R) = 0.

(Sketch of the proof). Taking ¢(x,&) = ¢(x) (this has to be justified), we deduce from (1.41)
that

/ Xy (2,0, £)de = / ol e, X7 (@, 4,€) = F(@,1,€) — Lose,
R R

for a.e. @ € TL If fo(z,£) = 1y,>¢, this shows that

/ Edvy o(€) = / x5 (2.0, €)dE = ug(x) (1.42)
R R

for a.e. & € T¢. Subtracting 1o¢ to both sides of (1.41) and taking ¢(z, &) = ¥(z)n'(€) with n
convex and ¥ > 0, we obtain then

[ v | [ n©0da©) - ntus(on)] o + m, (10} =0, (143
T¢ R
In (1.43), we have m,({0}) > 0 since n is convex and ¢ > 0. By the Jensen inequality and
(1.42), we also have

[ )00 = () = 0.

Consequently, all the terms in (1.43) are trivial. O

2 Some basic facts on stochastic processes

2.1 Stochastic processes

Definition 2.1 (Stochastic process). Let E be a metric space, I a subset of R and (Q, F,P)
a probability space. An E-valued stochastic process (Xi)ier is a collection of random variables
X;: Q — F indexed by I.

Definition 2.2 (Processes with independent increments). Let E be a metric space. A process
(Xt)tepo,r) with values in E is said to have independent increments if, for all n € N*, for all
0<t; <...<t, <T, the family {X;,,, — X;,;i=1,...,n — 1} of E-valued random variables
is independent.

10



Definition 2.3 (Processes with continuous trajectories). Let E be a metric space. A process
(Xt)tepo,r) With values in E is said to have continuous trajectories, if for all w € €, the map
t — X;(w) is continuous from [0, 7] to E. If this is realized only almost surely (for w in a set of
full measure), then we say that (X;) is almost surely continuous, or has almost surely continuous
trajectories.

Similarly, one defines processes that are cddlag: for all w € Q, the map ¢t — X;(w) is continuous
from the right and has limit from the left (continue & droite, limite & gauche, i.e. cadlag in
french). We also speak of process with almost sure cadlag trajectories. An important class
of cadlag processes are the jump processes. The trajectories of a process (X¢)icjo,7) may have
more regularity than the C%-regularity. Consider for example a process satisfying: there exists
a € (0,1) such that, for P-almost all w € Q, there exists a constant C'(w) > 0 such that

dg(Xi(w), Xs(w)) < C(w)[t — 5|, (2.1)
for all ¢,s € [0,T]. Then we say that (X¢)¢cjo,7] has almost surely a-Holder trajectories, or is
almost-surely C'.

2.2 Law of a process
2.2.1 Cylindrical sets

Let E be a metric space. A process (X¢):eo,7] with values in E can be seen as a function
X:Q— EOT] (2.2)

where Fl%71 is the set of the applications [0,T] — E. Let Fgy denote the cylindrical o-algebra
on E®T] This is the coarsest (minimal) o-algebra that makes the projections

70 BOTT E, Y—Y

measurable. It is called cylindrical because it is generated by the cylindrical sets, which are
subsets of E%T] of the form

D=m' B (m (Ba) = {Y c E0TLY, € By,....Y, € Bn}, (2.3)

where t1,...,t, € [0,T] for a given n € N*, and By, ..., B,, are Borel subsets of E. Roughly
speaking, in (2.3), D is the product of By X - -+ x B,, with the whole space Ht#j E. This is why
we speak of cylinder set. We have

XN D)= ()X, (B)) € F,
j=1

hence X : (Q,F) — (ET] F.1) is a random variable.

Definition 2.4 (Law of a stochastic process). Let E be a metric space. The law of an E-valued
stochastic process (X¢)icjo,7] is the probability measure ux on (£ 0,77, Fey1) induced by the map
X in (2.2).

Remark 2.1. The o-algebra F.y, being generated by the cylindrical sets, the law of X is charac-
terized by the data
P(X, € By,..., X, € By),

which are called the finite-dimensional distributions of X.
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We can be more specific on Fgy1. Each cylindrical set in (2.3) is of the form
{Y e EOT (V)es € B} : (2.4)

where J is a countable (since finite) subset of [0,7] and B an element of the product o-algebra
;e sB(E;), where E; = E for all ¢ (this latter is the cylindrical o-algebra for E”). The collection
of sets of the form (2.4) is precisely Fey.

Lemma 2.1 (Countably generated sets). The cylindrical o-algebra Fey is the collections of sets
of the form (2.4), for J C [0,T] countable and B in the cylindrical o-algebra of E7.

Proof of Lemma 2.1. Let us call F, the collection of sets of the form (2.4), for J C [0, 7] count-
able and B in the cylindrical o-algebra of E7/. The countable union of countable sets being
countable, F, is stable by countable union. Clearly it contains the empty set and is stable when
taking the complementary since

{Y € BT (Ves € B} = Um' (€. Co = (m(B))* € B(E).
teJ

Therefore, F, is a o-algebra. Since F, contains cylindrical sets (case J finite in (2.4)), F, =
Feyl O

A corollary of this characterization of Fy is that a lot of sets described in terms of an uncountable
set of values X; of the process (Xt)te[o,T] are not measurable, i.e not in Fcy. This is due to the
fact that [0, T is uncountable. For processes indexed by countable sets (discrete time processes),
these problems of non-measurable sets do not appear.

Exercise 2.5. Show that the following sets are not in Fcyi:
L A ={X=0}= ﬂte[O,T] m H({0}),

2. As = {t — X, is continuous}.

2.2.2 Continuous processes

Now, assume that £ is a Banach space and (X¢):e[o,7) is @ process with almost-sure continuous
trajectories. Then we would like to say that, instead of (2.2), we have

X:Q—C([0,T]; E), (2.5)
In that case, the sets A; and A, in Exercise 2.5 are measurable.

Exercise 2.6. Let
]:cts = ]:cyl N C([O,T], E)

Show that the o-algebra Feis coincides with the Borel o-algebra on C(]0,T]; E), the topology on
C([0,T]; E) being the topology of Banach space with norm

X — sup [|X(®)|E.
t€[0,T]

Then show that the sets A; and A in Exercise 2.5 are measurable.

12



Actually, starting from (2.2), we have (2.5) indeed only if we first redefine X on Q\ Qs where Qs
is the set of w such that ¢ — X;(w) is continuous. However, it is not ensured that Q. (=X ~"1(As)
with the notation of Exercise 2.5) is measurable. A correct procedure is the following one (we
modify not only €2, but P also, [16]). Define the probability measure @ on Fs by

QA) =P(X cA), A=ANC(0,T;E), A€ Fepn. (2.6)
for all A € F.s. By definition, each A € Fs can be written as in (2.6). If two decompositions

are possible, then the definition of Q(A) is unambiguous since P(X € A;) = P(X € A,). Indeed,
by hypothesis, there exists a measurable subset G of {2 of full measure such that: w € G implies
that ¢ — X, (w) is continuous (i.e. G C Qes). If w € X (A1) NG, then

X(w) e A nC(0,T);E) = A, nC([0,T); E),
hence X ~1(A;) NG € X~ (A;) N G. Tt follows that
P(X € A)) =P(X A NG) <P(X }A) NG) =P(X € Ay).
By symmetry of A; and A, we obtain the result. We consider then the canonical process
Yi: C(0, T B) - R, Yi(w) = w(t).

The law of Y on (C([0,T); E), Fets, @) is the same as X (¢f. Remark 2.1), thus considering X
or Y is equivalent, and Y has the desired path-space C([0,T]; E).

Definition 2.7 (Modification). Let E be a metric space and let (X¢)¢cjo,77, (Yi)tepo,r) be two
stochastic processes on E. If (Xi);cjo,) and (Y;)ieo,r) have the same law, they are said to be
equivalent. One say that (Y3).cp0,r) is a modification of (Xi)iejo, 1) if

vt € [0,T), P(X; # ;) = 0.

Exercise 2.8. Show that modification implies equivalent.

2.3 The Wiener process

Definition 2.9 (Wiener process). A d-dimensional Wiener process is a process (By)¢>o with
values in R? such that: By = 0 almost-surely, (B;);>0 has independent increments, and, for all
0 < s < t, the increment B; — B, follows the normal law A (0, (t — s)I ).

Exercise 2.10. Show that the properties above depend only on the law of the process, i.e. if
(Bt)i>0 and (By);>0 are some equivalent processes on R? and (By)¢>o is a d-dimensional Wiener
process, then (B;);>¢ is a d-dimensional Wiener process as well.

A consequence of the criterion of continuity of Kolmogorov (which we do not state), is the
following continuity result.

Proposition 2.2 (Continuity of the Wiener process). If (B:)i>0 is a d-dimensional Wiener
process is a process, then there is a modification (By)i>o of (Bi)i>o that has C% trajectories for
all v < 1/2.
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A corollary of the following result on the quadratic variation of the Wiener process is that
Proposition 2.2 cannot be true if o > 1/2.

Proposition 2.3 (Quadratic variation). Let (By)i>o0 be a d-dimensional Wiener process is a
process. For o = (t;)o.n @ subdivision

O=tg<--- <ty =t

of the interval [0,1] of step |o| = supg<;p(tiv1 —ti), define

2

n—1
‘/QU(t) = Z |Bti+1 - Bti
=0

Then V§ (t) — t in L?(Q)) when |o| — 0.

PT’OOf. Let 51 = ‘Bt — Bt. 2_ (ti+1 — tl)

i

i+1

EVs ()~ tf =E

> Elgg)- (2.7)

=0 0<i,j<n

The random variables &y, ..., &,—1 are centred, E[§;] = 0, and independent. Therefore in the sum
over i, j in (2.7), only the perfect squares (case i = j) are contributing. Since E|¢|?, the variance
of |By,,, — By, |?, is of order (t;41 — t;)?, the result follows. O

2.4 Filtration, stochastic basis

Definition 2.11 (Filtration). Let (2, F,P) be a probability space. A family (F;):>o of sub-o-
algebras of F is said to be a filtration if the family is increasing with respect to t: Fs C F; for all
0 < s <t. The space (2, F, (Fi)1>0, P) is called a filtered space. If (F;);>0 we set Fry = NgsyFs.
We say that (F;)i>o is continuous from the right if Fy = Fiy for all . We say that (Fi)i>o is
complete if F; is complete: it contains all P-negligible sets. We say that (F;);>0 satisfies the
usual condition if (F;)¢>o is continuous from the right and complete.

Definition 2.12 (Adapted process). Let (€2, F,P) be a probability space and E a metric space.
An E-valued process (X¢):>0 is said to be adapted if, for all t > 0, X, is F;-measurable.

Note that this means o(X;) C F; for all t > 0.
Ezample 2.2. If (X;)¢>0 is a process over (2, F,PP), we introduce

FX=o({X;0<s<t}) (2.8)

the o-algebra generated by all random variables (X, ,..., X5, ) for N € N* s1,...,sy € [0,1].
Then (F{X);>0 is a filtration and (X;);>0 is adapted to this filtration: (F;X);>o is called the
natural filtration of the process, or the filtration generated by (X;);>o.

Exercise 2.13. Let (X;):>0 be a continuous process adapted to the filtration (F;);>o. Show
that (FX )t>0 is not necessarily continuous from the right. Hint: you may consider X; =tY, Y
being given.

Proposition 2.4. We assume that (F;) is complete and that E is complete. Then any limit
(a.s., or in probability, or in LP(Y)) of adapted processes is adapted.

14



Proof of Proposition 2.4. Note that requiring Fy to be complete is equivalent to require all the
o-algebras F; to be complete. Let X™ and X be some E-valued random variables such that
(X™)nen is converging to X for one of the modes of convergence that we are considering. We
just have to consider convergence almost-sure since convergence in probability or in LP(€2) implies
convergence a.s. of a subsequence. If all the X™ are G-measurable, where G is a sub-c-algebra
of F, then the set of points where (X,,) is converging is in G (we use the Cauchy criterion to
characterize the convergence). Consequently, X is equal P-a.e. to a G-measurable function. If G
is complete, we deduce that X is G-measurable. O

Definition 2.14 (Progressively measurable process). Let (F;).c[0,r) be a filtration. An E-valued
process (X¢)e(o,7] is said to be progressively measurable (with respect to (F)¢cjo,r) if, for all
t € 10,7, the map (s,w) — Xs(w) from [0,t] x 2 to E is B(]0,¢]) x Fr-measurable.

Definition 2.15 (Stochastic basis). Let (2, F,P, (F;)i>0) be a filtered space. Let m > 1 and
let (B(t))i>0 be an m-dimensional Wiener process such that (B(t));>o is (F)-adapted and, for
all 0 < s <t, B(t) — B(s) is independent on Fs. Then one says that

(Q,]:, P, (]:t)t207 (B(t))tZO)

is a stochastic basis.

3 Stochastic integration

Let (8(t)) be a one dimensional Wiener process over (2, F,P). Let K be a separable Hilbert
space and let (g(t)) be a K-valued stochastic process. The first obstacle to the definition of the
stochastic integral

I(g) = / o()dp (1) (3.1)

is the lack of regularity of t — S(t), which has almost-surely a regularity 1/2—: for all a € [0,1/2),
almost-surely, 8 is in C([0, T]) and not in C/2([0, T]). Young’s integration theory can be used
to give a meaning to (3.1) for integrands g € C7(]0,T]) when v > 1/2, but this not applicable
here, since the resolution of stochastic differential equation requires a definition of I(). In that
context, one has to expand the theory of Young’s or Riemann — Stieltjes’ Integral, this is one of
the purpose of rough paths’ theory, cf. [8]. Below, it is the martingale properties of the Wiener
process which are used to define the stochastic integral (3.1).

3.1 Stochastic integration of elementary processes

Let (F)e>0 be a given filtration, such that (5(t)) is (F:)-adapted, and the increment 5(t) — 5(s)
is independent on F for all 0 < s <t. Let (g(t)):cjo,r be a K-valued stochastic process which
is adapted, simple and L2, in the sense that

9(@r8) = g1 () L0y (6) + 3 06 10111 (), (3.2)
1=0

where 0 <ty < --- <t, <T, g_; is Fop-measurable, each g;, i € {0,...,n — 1} is F;,-measurable
and in L?(Q; K). For such an integrand g, we define I(g) as the following Riemann sum

I(g) =Y (B(tit1) — B(t:))g:. (3.3)



Remark 3.1. Let A denote the Lebesgue measure on [0,T]. For g as in (3.2), we have

n—1
g(w’ t) = Z gi(w)l(ti,ti+l](t)’
=0

for P x A-almost all (w,t) € Q x [0,T] since the singleton {0} has A\-measure 0. We include the
term g_1(w)1oy(t) in (3.2) to be consistent with the definition of the predictable o-algebra in
the next section 3.2. Consistency here is in the sense that the predictible o-algebra Pr as defined
in Section 3.2 is precisely the o-algebra generated by the elementary processes.

Note that g as in (3.2) belongs to L?(Q x [0, T],P x \) and that

n—1

/0 Ellg®ldt = 3 (41 — E [lg:1%] (3.4)

=0

In (3.3), g; and the increment 8(¢;11) — B(t;) are independent. Using this fact, we can prove the
following proposition.

Proposition 3.1 (Itd’s isometry). We have I(g) € L*(Q; K) and

El(0)] =0, E[IH@IE] = | Elolkar (3.5)

Proof of Proposition 3.1. We develop the square of the norm of I(g):

n—1
1)1 = 18(tir1) — B Pllgill %
i=0
+2 Z (B(tit1) — B:)(B(tj+1) — B(E;))(9, 95) k- (3.6)
0<i<j<n—1

By independence, the expectancy of the second term (cross-products) in (3.6) vanishes, while
the expectancy of the first term gives

n—1

T
S (tr ~)E (o] = [ Elato) e

=0

since E [|8(tit1) — B(t:)[*] = (ti+1 — t;). This shows that I(g) € L*(Q; K) and the second
equality in (3.5). The first equality follows from the identity

E[(B(ti+1) = B(t)gi] = E[(B(tirr) — B(t:)) E[g:] = 0,
forallie {0,...,n—1}. O

3.2 Extension

Let &7 denote the set of L2-elementary predictable functions in the form (3.2). This is a subset
of L2(Q2 x [0,T); K) (the measure on €2 x [0, 7] being the product measure P x A). The second
identity in (3.5) shows that

I:&r C L2(Qx[0,T]; K) — L*(%; K) (3.7)
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is a linear isometry. The stochastic integral I(g) is the extension of this isometry to the closure
Er of &7 in L?(Q x [0, T]; K). Tt is clear that (3.5) (Ito’s isometry) is preserved in this extension
operation. To understand what is I(g) exactly, we have to identify the closure £, or, at least
certain sub-classes of &r. For this purpose, we introduce Pz, the predictable sub-o-algebra of
F xB(]0,T]) generated by the sets Fy x {0}, Fs X (s,t], where Fy is Fp-measurable, 0 < s <t <T
and F is Fs-measurable. We have denoted by B([0,7]) the Borel o-algebra on [0, 7. It is clear
that each element in £ is Py measurable. We will admit without proof the following propositions
(Proposition 3.2 and Proposition 3.3).

Proposition 3.2. Assume that the filtration (F;) is complete and continuous from the right.
Then the o-algebra generated on Q x [0, T] by adapted left-continuous (respectively, adapted con-
tinuous processes) coincides with the predictable o-algebra Pr.

Proof of Proposition 3.2. Exercise, or see [16, Proposition 5.1, p. 171]. O

A Pr-measurable process is called a predictable process. Denote by P the completion of Pr.
By Proposition 3.2, any adapted a.s. left-continuous or continuous process is Pr-measurable.

Proposition 3.3. Assume that the filtration (F;) is complete and continuous from the right.
Define

1. the optional o-algebra to be the o-algebra O generated by adapted cadlag processes,

2. the progressive o-algebra to be the o-algebra Prog generated by the progressively measurable
processes (Definition 2.1/).

Then we have the inclusion

Pr C O C Prog C P}, (3.8)

and the identity o
Er = L*(Q x [0,T), Pi; K). (3.9)
Proof of Proposition 3.3. See [3, Lemma 2.4] and [3, Chapter 3]. O

In what follows we will always assume that the filtration (F;) is complete and continuous from
the right.

Note that a function is in L2(2 x [0, 7], Ps; K) if it is equal P x A-a.e. to a function of L?(2 x
[0, T]; K) which is Pp-measurable.

A consequence of Proposition 3.2 and Proposition 3.3 is that we can define the stochastic integral
I(g) of processes (g(t)) which are either adapted and left-continuous or continuous or cadlag or

progressively measurable. We will use the notation fOT g(t)dp(t) for I(g).
Exercise 3.1. Show that (in the case K = R)
1. if (g(t)) is an adapted process such g € C([0,T7]; L*(Q)), then
n—1

T
/0 g(OdB(t) = lim S g(t:) (Bltisr) — B(L:)). (3.10)

0
7120323

where 0 = {0 =19 <--- <t, =T} and 0 = supg<;p, (tit1 — ti).
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2. Show that the result (3.10) holds true if (g(¢)) is a continuous adapted process such that
supyepo, 7] Elg(t)|? is finite for a ¢ > 2.

3. If g € L?(0,T) is deterministic, then fOTg(t)dﬁ(t) is a gaussian random variable N(0, o?)

of variance .
o = [ lotoPat
0

3.3 Ito’s Formula
3.3.1 Dimension one

Proposition 3.4 (Ito’s Formula). Assume that the filtration (F;) is complete and continuous
from the right. Let g € L*(Q x [0,T],P5;R), f € LY(Q x [0,T],P5;R), let z € R and let

t ¢
Xe=at [ )5+ [ g(s)d500).
0 0
Let u: [0,T] x R — R be a function of class C’;’Q. Then

tro 0 10?
u(t, X¢) = u(0, ) Jr/o [;:(S,XS) + 8Z(5,Xs)f(5) + 587;;(

oz s,Xs>|g<s>|2] ds
+/0 2 (5, Xo)o(s)d(s),  (3.11)

for all t €10,T).

Proof of Proposition 3.4. We do the proof in the case where u is independent on ¢ and f = 0
since the more delicate (and remarkable) term in (3.11) is the Itd’s correction involving the
second derivative of u. By approximation, it is also sufficient to consider the case where u is in
Cg’ and g is the elementary process

m—1

9= Z 911 (s;,5014]5

=0

where (s;)0.m is a subdivision of [0,T] and g; is a.s. bounded: |g;| < M a.s. Let 0 = (¢;)0,, be
a subdivision of [0,7] which is a refinement of (s;). Let us consider the case ¢ = T only (for
general times ¢, replace t; by ¢; At in the formulas below). We decompose

|
—

n

u(XT) - U(I) = u(Xt7‘,+1) - U(Xti)a

%

I
o

and use the Taylor formula to get

|
—

n

1
u(XT) - u(x) = u/(Xti)(XtHl - th‘) + §u//(Xti)(Xti+1 - Xtri)z + T}ra (312)
1=0
where
1 n—1
5l < Gl ey D 1Xe — Xl (3.13)
1=0
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Since Xy, , — Xy, = g(ti)05(t:), 08(t;i) := B(tix1) — B(t;), we deduce from (3.12)-(3.13) that

n—1
w(Xr) — ule) = 3w (X)g()3B(0) + Su (Xe)la(e) P18+l (3.14)
=0
and that
n—1 n—1
Elrg| < = ||u(3)||c MY E[5B(t) = O <Z(ti+1 - ti)w) = 0(|o|'?). (3.15)
=0 =0
By (3.14), we get
T T 1
u(Xr) (o) = [ W C)gOdB0 + [ G (XDlgOP e +rE 42 bk (310)
0 0

where the remainder 72 and r2 are such that

T
> (X )alt)sAt) = [ (Xa(ds(o) +r3

and

l\.’)\r—\

= // T]' "
> ISR = [ 50 (Xla(t)Pat + 12 (317)

By It6’s Isometry, we have the estimate

n—l tit1
BISP =Y B [ (6 - o0 Plg(eo) Pt
=0 g

t;

n i1
< M2y / EIX, - X, Pdt.
=0 i

Since E|X; — Xy,|? = Elg(:)|?(t — t;) < M?(t —t;), we deduce that

n—1

Elro* < MYu" |2, @ Yt — t:)* = O(lo]). (3.18)
=0

Some similar estimates show that we can replace X; by the step function equal to Xy, on (¢;,ti+1]
in the right-hand side of (3.17) and that this contributes to an error of order |o|: 72 = r + 73,
where E|r2|?2 = O(|o]), where the remainder term 75 is defined by

|
—

| —

n

u (Xe,)|g(t:) P08 () — (tixr — t)].

'I"O.:

Il
=

i

Since (t;+1 — t;) = E[|68(¢;)|?|F:,], cancellations occur when we develop the square of 75 and
take the expectation: only the pure squares remain, and we get

n—1
Elr | < [lu"lIg, @ M* Y EI6B(E) I — (tirr — t)]1> = O(lo]). (3.19)

i=0
Using (3.15), (3.18), (3.19), we can pass to the limit |¢| — 0 in (3.16) to get (3.11) in our
simplified case. O
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3.3.2 Higher dimensions

We explain briefly what is the It6’s formula for the stochastic integral against a d-dimensional
Wiener process, for integrand taking values in a given separable Hilbert space K. A d-dimensional
Wiener process (B(t)):>0 admits the decomposition

M=

B(t) =) Br(t)ex, (3.20)

k=1

where (e;,) is the canonical basis of R? and B;(t),...,B4(t) are independent one-dimensional
processes. Let (F;);>0 be a given filtration, such that, for all k, (8x(t)) is (F;)-adapted, and the
increment Sx(t) — Bk (s) is independent on F; for all 0 < s < ¢. Let K be a separable Hilbert
space. Let (g(t)) be a process with values in £(R?; K') such that

g € L*(Q x [0,T], Py; LR K)). (3.21)
We set

/0 Z / t)erdfBi(t) (3.22)

This defines an element of L?(Q2; K) and, using the independence of £1(t), ..., B4(t), we have the

1t6 isometry
T 2 d .7
| stwaso)| =" [ Elg@eiar (3.23)
0 x w=o

Let us examine the generalization of the It6 Formula. We refer to the proof of Proposition 3.4.
If u € CP(K;R), we have the Taylor expansion (which generalizes (3.12))

E

u(X, u(Xy,) = Du(Xy,) - (Xq — X%+ 01Xy, — X,

i

3).
The increment being here Xy, — Xy, = >, -, <, 9(ti)erdBr(t;), we have to examine in particular

the term
ST D2u(Xy,) - (gt)er, g(t)en)dBu(t:)Bu (). (3.24)
1<k,i<d

Ii is treated like the left-hand side of (3.17), with the additional fact that the independence of
B1(t), ..., Ba(t) comes into play and that the off-diagonal terms in (3.19), the sum over k # [, is
negligible when |o| — 0. We obtain the Ité6 Formula

i+1) - i1 it1 i1

1
- X))+ §D2u(Xt ) - (X,

u(t, X,) = (0, z) +/0 [ZZ(S X )+Du(s,XS)-f(s)] ds

d t t
Z%/ D2u(s S)~(g(s)ek,g(s)ek)ds—|—/0 Du(s, X,) - g(s)dB(s), (3.25)

1 0
for

X, =2+ /O F(s)ds + /O o(s)dB(s), (3.26)

where D in (3.25) means D,. In (3.25), u: [0,T] x K — R is of class C;’Q. In (3.25) and (3.26),
the integrands are in the following classes:

feLl*Qx[0,T),PK), geL*(Qx[0,T],Pr; LR K))).
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A standard instance of (3.25) and (3.26) is when K is finite dimensional, K = R™ (often with
m = d). Then g(t) € L(R% R™) is assimilated with its matrix representation (d x m matrix) in
the canonical bases of R? and R™, D?u(t, ), which is a bilinear form on R™ is assimilated to a
m X m matrix, and the Itd correction term rewritten

D?u(s, X,) - (g(s)er, g(s)ex) = %Trace(g(s)*DQU(s,Xs)g(s)). (3.27)

N =

D

d
k=1

3.4 DMartingales and martingale characterization of the stochastic in-
tegral

Definition 3.2 (Martingale). Let (Q, F, (Fi)i>0, P) be a filtered space and E a separable Banach
space. Let (X;);>0 be a L', E-valued process: for all t > 0, X; € L'(Q; E). The process (X;)t>0
is said to be a martingale if, for all 0 < s < ¢, X, = E(X¢|Fs).

Proposition 3.5 (Martingale characterization of the stochastic integral). Let (B(t))i>0 be a
d-dimensional Wiener process given by (3.20). Let (Fy)i>0 be a given filtration, such that, for all
k, (Bk(t)) is (Fi)-adapted, and the increment By (t) — Br(s) is independent on Fy for all0 < s < t.
Let K be a separable Hilbert space. Let g be an integrand as in (3.21) and let (X¢)iepo,r) be an
adapted, continuous, L?-process such that Xo = 0. Then

t
Xt:/ g(s)dB(s), ¥t € [0,T), (3.28)
0
if, and only if, the processes
t d t
X, Bk(t)Xt—/ g(s)erds, ||Xt||§(_2/ lg(s)exl%ds (329)
0 =10

are (F¢)-martingales.

To illustrate the interest of this proposition, consider the case where (F;) is the filtration gener-
ated by Z; := (X, By, Y:), where (Y;) is an other process, on a Polish space F. To test that the
process (X;) is an (F;)-martingale, one has to prove, for fixed 0 < s <t < T, that

E[tht] = E[ths] (330)

for all h, that is Fs-measurable. Since (Fs) is generated by (X, B,,Y;)o<r<s, this amounts
to prove that for all 0 < ¢; < --- < t, < s, for all continuous function ¢ on G™, where
G = E xR% x F, one has

Elp(Zs,,..., Ze)Xd) = E[p(Zy, ..., Z,) X). (3.31)

The strength of (3.31) is that it involves the law of (Z;) only. Similarly, the test of the martingale
character of the two other processes in (3.29) involves the law of (Z;) only.

Proof of Proposition 3.5. If (3.28) is realized, then (X;) is a martingale. Indeed, every stochastic
integral is a martingale. This can be seen by approximation of the integrand by elementary
functions. By the It6 formula, we have

d ¢ d t
LIRS / lo(secleds =23 / (Xo, g(s)er) xdBu(s).
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By the It formula and polarization, we also have

t t d t
Bu(t) X, — / g(s)exds = / X()dBe(s) + 3 / Be(s)g(s)erdBi(s).
=1

Once again we conclude by the fact that a stochastic integral is a martingale. The proof of the
converse statement can be found in [11, Proposition A.1] for instance. Let us give some details
about it. We first claim that the following identity is satisfied:

[ 106 - X000 aito) — [ totoren 00N o] 7] =0 (3.32)

forall0 <s<¢<T,allk>1andallf € L%([0,T]x€; K). The proof consists in approximating
6 on the interval [s,¢] by predictable simple functions. Note that (3.32) uses only the fact that

t
X, Xtﬁk(t)—/ g(s)exds
0

are (JF:)-martingales. We apply (3.32) with s = 0 and 6(0) = g(o)ej and sum over k to obtain

d ¢ t
X = s)el|2-ds X, = s s). .
B Ko =E Y / lo(s)exl%ds, X / 9(s)dB(s) (3.33)

This gives the expression of the cross-product when we expand the term E|X; — )_(tH%(. Using

the fact that 4
t
X0 -3 / lg(s)exl%ds
k=1

is a (F;)-martingale and applying Ito’s Isometry to E[| X (¢)||% shows that the square terms are
also given by

d t
EIX )% = B X% =5 / lg(s)ex % ds.
k=1

It follows that X; = X;. O

4 Stochastic scalar conservation laws
Let (2, F,P, (Fi)t>0, (B(t))e>0) be a stochastic basis (B(t) is an m-dimensional Wiener process).
In this section we study now the Cauchy problem for the stochastic scalar conservation law

m

du(z,t) + div(A(u(z,t)))dt = ng(m, u(z,t))dpe(t), x €T t>0, (4.1)
k=1

where A € Lip(R;R?) is such that a: ¢ — A’(¢) has at most a polynomial growth and is
continuous, in the following sense: there exists p, > 1, C' > 0, such that
la(€)| < C(1+ ¢+, (4.2)

b |a(€) = a(§ + Q)] < C(L+ ¢~ Hw(d),
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for all £ € R and 6 > 0, where lims_,gw(d) = 0. In the noise term, we assume that the functions
g satisfy, for some given constants Dy, D1 > 0, and some exponent 9 € (1, 2],

G*(z,u) = ) lgi(@,uw)|* < Do(1+ Juf), (4.4)
k=1
D lgw(z,u) = gy, v)* < Dz —yl* + [u—v]”), (4.5)
k=1

for all z,y € T?, u,v € R.

4.1 Solutions, generalized and approximate solutions

Remember that, due to the identity (1.8), the kinetic formulation can be found by computing
dn(u), for a given function 7. More rigorously, this should be done on the parabolic approxima-
tion, for instance, to (4.1). In this way, one would get a term that vanishes when ¢ — 0 and a
term giving the defect measure. There are some additional terms due to the noise that are given
by the It6 formula:

m

> grle ule, )0 (ulz, t))dB(t) and % D lonla ule, )Py (ulz, 1)) dt.

k=1 k=1

This yields the following definitions (compare to Definition 1.1).
Let M, (T? x [0,T] x R) be the set of finite Borel signed measures on T? x [0, 7] x R. We denote
by M (T4 x [0,T] x R) the subset of non-negative measures.

Definition 4.1 (Random measure). A map m from Q to My(T¢ x [0,T] x R) is said to be a
random signed measure (on T? x [0, T] x R) if, for each ¢ € Cp(T¢ x [0,T] x R), (m,¢): & — R
is a random variable. If almost surely m € M; (T4 x [0,T] x R), we simply speak of random
measure.

Notation: if 1 < p < +o00, and U is a given open set in R™, we denote by L, (U x [0,7] x Q)
the set LP(Q x [0,T], P5; LP(U)). The index P therefore stand for “predictable”.

Definition 4.2 (Solution). Let ug € L>°(T?). An L*(T%)-valued stochastic process (u(t))ieo,7]
is said to be a solution to (4.1) with initial datum wg if u and £ := 1,5¢ have the following
properties:

1. we LL(T? x [0,T] x Q),
2. for all ¢ € CH(T? x R), almost surely, ¢t — (£(t),¢) is cadlag,

3. for all p € [1,+00), there exists C), > 0 such that
E ( sup |u<t>|2p<w)> <, (46)
t€[0,T)

4. there exists a random measure m with first moment,

E||m| v = Em(T¢ x [0,T] x R) < 400, (4.7)
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such that for all ¢ € C1(T? x R), for all ¢ € [0, 7],

(1)) = (fo. ) + / (£(5),a(€) - Vo)ds

+kz_1/0 /Td gr(z, u(z, 8))p(x, u(z, s))dedBi(s)

1/t )
+§/0 T Ocp(x,u(x, 5))G*(z, u(z, s))dxds — my([0,t]), (4.8)

a.s., where fo(2,§) = 1,,(2)>¢ and my, is defined by (1.6).

Remark 4.1. Note that we need to prove the measurability of the function sup,¢(o 7y [u(t) ||z (14
to give a sense to (4.6). Let us denote by £ =1 — £ = 1,<¢ the conjugate function of £. By the
identity

juf? = / (1m0 + Fleco] pleP—de, (4.9)
R

we have, for p € [1,4+00),

[0 (ray = P (£(2),94) + (£(t), ), (4.10)

where the sup is taken over some countable sets F'y and F_ of functions ¢ chosen as follows:
Fy = {¢n;n > 1}, where (¢,,) is a sequence of non-negative functions in C°(IR) which converges
point-wise monotonically to & — p|¢F[P~1if p > 1 and to & — sgn (€) if p = 1. By (4.10), we
have

sup [[u(t)[%, 0y = sup  sup (£(), ) + (E(),v-). (4.11)
t€[0,T] Y eF4 te[0,T)

By Item (2) in Definition 4.2, we know that the function

sup (£(£),94) + (£(1),9-)

te[0,T)

is F-measurable for all ¢4 € Fi. Indeed, the sup over [0,7] of a cadlag function is the sup of
the function on any dense countable subset of [0, 7] containing the terminal point 7. By (4.11),
the function sup,¢(o 77 [|u(t)||r(ra) is measurable.

We have seen in the homogeneous case, that approximation procedures of (4.1) lead naturally
to a certain notion of generalized solution. We give the corresponding definition in Definition 4.4
below. First we give a still more general notion of approximate generalized solution. This latter
notion will be flexible enough to be used to show the convergence of various approximations, like
parabolic, BGK, numerical, to (4.1). See Section 4.2.

Definition 4.3 (Approximate generalized solution). Let fo: T¢xR — [0, 1] be a kinetic function.
An L>®(T4xR; [0, 1])-valued process (f(t)):e[o,r) is said to be an approximate generalized solution
to (4.1) of order N, of error term 7, and of initial datum fy if f(¢) and v, := —0¢ f(¢) have the
following properties:

1. for all t € [0,77], almost surely, f(¢) is a kinetic function, and, for all R > 0, f € LL(T¢ x
(O7T) X (_R7 R) X Q)a

2. for all ¢ € CN(T? x R), almost surely, the map ¢ — (f(t),¢) is cadlag,
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3. for all p € [1,+00), there exists C), > 0 such that

P
E (tes[%%] /W/Rlﬁl dvm,t(f)dw> < Cp, (4.12)

4. there exists a random measure m with first moment (4.7), there exists some adapted
continuous stochastic processes (n(t,¢)):ejo,7] defined for all ¢ € CN(T? x R) such that,
for all ¢ € CN (T4 x R), for all ¢ € [0, T], almost surely,

(00 =) + [ (1.0l - Vaphds
" / / /]ng(x’ €) (@, €)dvy o (€)dzdBi(s) + 1(t, ¥)

1/t )
+§/O /Td/RG (z,8)0cp(, §)dvy s (§)dzds — m(0e)([0, 1]), (4.13)

Remark 4.2. We prove that
swp [ [ JePdvei(is
te[o,7) JTe JR

is measurable, which ensures that one can take the expectation in (4.12), as in Remark 4.1.
Definition 4.4 (Generalized solution). A generalized solution to (4.1) of initial datum fy is an

approximate generalized solution to (4.1) of initial datum fy and error n = 0.

4.2 Examples
4.2.1 Vanishing viscosity method

Consider the following parabolic approximation to (4.1):

du® + div(A(u®))dt — eAutdt = Z gk (z,u® (z,))dB(t) (4.14)
k=1

It defines an approximate generalized solution (f¢) of order 2, with random measure m® and
error 7)° defined as follows:

f6 =f° = 1u5>§7

(m®, ¢) = //de(O,T) Bz, t,us (z,t))e|Vous (z, t)|*dedt,
t
o) = [ [[ | #@sap s

4.2.2 Approximation by the Finite Volume method

The approximation of (4.1) by the Finite Volume method is considered in [6].
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4.3 Main results
4.3.1 Uniqueness, reduction

Theorem 4.1 (Uniqueness, Reduction). Let ug € L= (T%). Assume (4.4)-(4.5). Assume w(J) =
0(61/2) in (4.3). Then we have the following results:

1. there is at most one solution with initial datum ug to (4.1).

2. If f is a generalized solution to (4.1) with initial datum fy at equilibrium: fo = 1,,>¢,
then there exists a solution u to (4.1) with initial datum ug such that f(x,t,&) = Ly(z>e
a.s., for a.e. (x,t,€).

3. if u1, ue are two solutions to (4.1) associated with the initial data uy, U2 € L‘X’(’]I‘d)
respectively, then

El|(u1(t) — u2(t)) [l pr(ray < ||[(u1,0 — u2,0) | 22 (7ay, (4.15)

for all t € [0, T). This implies the L'-contraction property, and the comparison principle
for solutions.

Corollary 4.2 (Continuity in time). Let ug € L>®(T%). Assume (4.4)-(4.5). Assume w(§) =
0(61/2) in (4.3). Then, for every p € [1,400), the solution u to (4.1) with initial datum uo has a
representative in the space LP(Q; L°(0,T; LP(T%))) with almost sure continuous trajectories in

LP(T%).

4.3.2 Convergence in law

Let us first recall the Prohorov’s theorem and Skorohod’s representation theorem, [1].

Theorem 4.3 (Prohorov’s theorem). Let E be a Polish' space endowed with the Borel o-algebra.
Let pp,, n=1,2,... be some Borel probability measures over E. Then there is equivalence between:

1. each subsequence of (u,) admits a subsequence converging weakly: for all ¢ € Cyp(E),
<unk7¢> — </j/7 ¢>7

2. the family {pun;n € N} is tight: for all ¢ > 0, there is a compact K. C E such that
n(K)>1—¢

Let X1, X5,... be some E-valued random variables on a probability space (2, F,P). Assume
that (X,,) is tight: for all € > 0, there is a compact K. C E such that P(X,, € K.) > 1—¢. The
Prohorov’s theorem says that, up to subsequence, (X,,) is converging in law: E¢(X,,) — (u, ¢),
for all ¢ € Cp(FE). By changing the probability space and the random variables, one can exhibit
a limit random variable corresponding to the limit law. Consider for example the probability
space and the random variables

Qx E,FxB(E),Pxp), X,wz)=X,(v), Xw,z)==zx.

Then Law(X,) = Law(X,,), Law(X) = x and (X,,) is converging in law to X. By modification
of the probability space and of the random variables, one can even get almost sure convergence.

lseparable, complete, metric space
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Theorem 4.4 (Skorohod’s representation theorem). Let E be a Polish space endowed with the
Borel o-algebra. Let (X,,) be a sequence of random variables which converges in law to a random
variable X. Then there exists a probability space (Q,]}, ]f") and some random variables X,,, X
on Q such that

1. for all n € N*, the random variables X,, and X,, have the same law; X and X have the
same law,

2. (X,) is converging to X, P-almost-surely.

We use this point of view (independence regarding the probabilistic data) to define a notion of
solution in law.

Definition 4.5 (Solution in law). Let ug € L (T%). We say that (Q, F, P, (F;)i>0, (B(t))e>0, @)
is solution in law to (4.1) with initial datum wyg if, @ is solution to (4.1) with initial datum wg
in the sense of Definition 4.2, where every instance of the (Q, F,P, (F;)i>0, (B(t))i>0) has been
replaced by the equivalent notion with tildas (this involves the o-algebra of predictable sets also).
We have a similar definition of generalized solution in law.

We will now give the main result, about the convergence in law of a sequence of approximate
solutions. The following result, Theorem 4.5 states that a sequence of approximate solutions is
converging in law to a generalized solution. What is converging actually? We are manipulating
different objects: f, v = —0¢ f, m... We choose to put the emphasis on v. See [5, Theorem 4.6]
for a more complete result.

Let us denote by P (F) the set of probability measures on a Polish space F and by Y; the set of
Young measures T¢ x [0, 7] — P1(R). The set ) is itself a Polish space ([5, Proposition 4.3]).

Theorem 4.5 (Convergence in law of a sequence of approximate solutions). Let (f™) be a
sequence of approzimate generalized solutions with order N, error n™ and initial datum fg.
Assume that

e for all p € CN (T4 x R), (n"(t, ©))tejo,r) tends to 0 in probability on C([0,T]),
e the sequence (f') is converging to fo in L= (T% x R) weak-*, where fq is a kinetic function,

o there exists Cp, > 0 independent on n such that v"™ := —0¢ f" satisfies the uniform bound

Elsup / / € (€)dc
te[o,7) J1e JR

o the defect measure m™ has a first moment uniformly bounded:

< Cp, (4.16)

Em™(T? x [0,T] x R) is uniformly bounded, (4.17)
and m"™ vanishes for large & uniformly in n: if B = {€ € R, [¢| > R}, then

lim supEm™(T? x [0,T] x B%) = 0. (4.18)

R—4oc0 p
Then there is a generalized solution in law (f(t)):eo, 1) to (4.1) with initial datum fo such that,

up to subsequence, the sequence of Young measures (V™) associated to f™ is converging in law on
V1 to the Young measure v associated to f.
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4.3.3 Stability and reduction

Let us consider Theorem 4.5 in the special case where fp is at equilibrium (in practice, this
amounts to require the strong convergence of the initial datum, which is very natural). By
the reduction result in Theorem 4.1, we know that f(¢) is at equilibrium for all ¢ € [0,T]:
f(t) = Ly@)>¢, or, equivalently, v, ; = dy(a,4), Where u is the solution (in law) of (4.1) with initial
datum wug. Let

(1) = /R €dv (). (4.19)

The particular structure (Dirac mass) of the limit Young measure implies that there is strong
convergence of (u") to u, in the sense that (u™) is converging in law to u on LP(T? x [0,7]) for
every 1 < p < 4o0. To explain this strong convergence result, we refer to Lemma 1.4, or [5,
Lemma 2.6]. Let us also give a brief proof in the case p = 2 by forgetting the random character
of the objects (assume that everything is deterministic). We know that

//de[oj]¢(x,t)/ﬂx¢(f)dvﬁ,t(£)dxdt—> //de[o,T] w(l',t)/l%gb(f)dyz,t(é')dxdt
= / /T o U(z, t)p(u(,t))dedt, (4.20)

for all 1 € L*(T¢ x [0,T]) and for all ¢ € C(R) such that [¢(&)| < C(1 + |£|P) for a given p > 1.
Taking ¢ € L*(T? x [0,T]) and ¢(&) = £, we obtain u™ — u in L?(T? x [0,T])-weak. Taking
1 =1 and ¢(&) = ||, we obtain

2dvy (§)dudt —= 2dudt. ,
//dem w(az,t)/Rlil vy (&)dxdt — //WXM lu(x, t)|2dzdt (4.21)

By the Jensen inequality, it follows from (4.21) that

lim sup ||unH%2(’H‘dX[O,T]) < HunH%Z(’H‘dX [0,17)"
n—-4o00

Since
lu = u™ |72 paxo,ry = Nl Zeraxgory + 14" |72 paxo,ry) = 206 u™) 2(ra o)),

we deduce that limsup,,_, . |lu — un||2L2(’JFd><[O,T]) < 0, which gives the desired result. At that
stage, there remains to show that the weak mode of convergence used for random variables
(convergence in law) is actually strong (convergence LP(2)). To do that (see the details in [5,
Theorem 4.15]), we use the Gyoéngy-Krylov argument, [10, Lemma 1.1]. The basis of the Gyongy-
Krylov argument is this simple fact: if a couple (X,,,Y},) of random variables converges in law to
a random variable written (Z, Z), i.e. concentrated on the diagonal, then (X, —Y;,) converges to
0 in probability. See Section 5.3 for more details on the Gyongy-Krylov argument. In conclusion,
we obtain the following final result.

Theorem 4.6 (Strong convergence of a sequence of approximate solutions). Assume (4.4)-(4.5).
Assume w(8) = o(6"/?) in (4.3). Let (f") be a sequence of approzimate generalized solutions as
in Theorem 4.5. Assume that the limit fo is at equilibrium, fo = 1,,>¢. Then the sequence (u™)
given by (4.19) is converging in LP(T¢ x [0,T] x Q) for all finite p > 1 to the unique solution u
of (4.1) with initial datum wuyg.
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4.4 Some elements of proof
4.4.1 Uniqueness, reduction

See [5, Section 3] for a complete proof. Here, we will simply explain the main ideas. If f; and
f2 are two generalized solution, we have, in a weak sense, using the variables (z,¢) for f; and

(y,¢) for f2,

fi(z,t,8) = fi(x,0,€) — /0 a(§) - Vafi(z,s,&)ds — Z/O G2 (2, )0, (€)ds + e’ ([0, 1)
k=1
+3 [ e ond (©das), (122)
k=170

and

f2(y7t7C) = f2(y707<) _/O (C) \Y% f2 y78 C dS Z/ 8{” (C)ds+8<m2([0,t])

+2Amm>«wu>@m

k=1

Introduce the conjugate function fo = 1 — fo, which satisfies

fz(y,t,C) = fQ(y>0><) - /a(C) ’ Vny(y7S’C)dS + Z/ G2(y7c)aCV§,s<<)ds - 84m2([0,t])
0 1o

m

-3 [ a0, @20

k=1

Using the It6 formula, we deduce that, in the weak sense,

fl(xvta g)f;(yvta C) = fl(xaoag)f;(yaoag)
- /0 (a(ﬁ) . sz1(33787f))f2(y,8,C) + (O'(C) . vyf2<y,8,<))f1($,t,§>d8

=Y [ G000k (ORly:5:0) ~ G0 O (O3,
k=1
+ / (aﬁml(xﬂ S, g)f;(yv S, C) - aCm2(y7 S, C)fl(m7 S, f))
(0,¢]

+ Z gk(x7§)(1/;,s(£)f_2(y7 S, C) - Vj,s(C)fl(xa 536))d6k(5)3

k=170

-3 [ oo vk Ol 0 (s, (429
k=170

We test (4.25) against a test function of the form ¢(x,y,&,() = p(z — y)¥ (€ — ¢) with p,¢ > 0.
Using the identities
(Va+Vy)e=0, (0:+0:)p =0,
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and taking expectancy, we obtain
B[ [ pa =)l — O fi(ot. ) Faly. . C)dgdcdudy
(Td)2 JR2

/Td /]Rz z — )€ — ) fro(z, &) faoly, Q)déd¢drdy + K +1, + 1y, (4.26)

where

K=E / / fr(@,5,6)0cpdm(y, 5,¢) — Faly, 5, O)depdm (x5, €),
[0,] J(Td)2 JR2

and
I,=E / / F(5, ) Faly, 5, O)(al€) — alO)B(E — O)dEdC - Vop(x — y)dadyds
0 J(T4)2 JR2

and

1 —3/ (z- )E// BE-O laues€) — gul, AW, @02 )(E, C)drdyds. (4.27)
P = 2 (Td)zp Y o Jr2 s 9r\T, 9r\Y, ,s Y,s ) yas. .

To obtain the expression (4.27), we have used the following kind of transformations:
[ [ @000k (0 R 5.0plw .60
(Td)2 JR2
:_/ G2(:v,§)l/;’s(§)f2(y,S,C)agap(x,y,f,o
(T9)2 JR?
[ ] G on Oh 5. 00le. 6.0
(Td)2 R2
— [ [ G on 00l 5. el O
(T4)2 JR2
— [ [ e on o0 elng ).
(Td)2 JR2
The same kind of computations give
K=-F 1 d 2 2 d 1
S s L #7@m5.0) 4 0] (O 2,5,6)
and thus K < 0. Consequently, we have the estimate
B[ [ pla =)l — O fi(ot. € faly. . G)dgdcdody
(Td)2 JR2
< / / p(x =€ = Q) fro(@, &) faoly, Q)déd(dady +1, + 1y,  (4.28)
(Td)2 JR2

We then take ¢ := 15 and p = p. where (¢5) and (p.) are approximations of the identity on R
and T? respectively, i.e.

ws(© =50 (5) . o) = T (%),



where ¢ and p are some given smooth probability densities on R and T? respectively. Using the
estimate (4.5), it is easy to get the bound

I, < %(525*1 46771, (4.29)

Integration by parts also gives

t
I,=E /0 /(W /R T5(6, Q)L ©2,)(€,Q) - Vaple — y)dudyds,

¢ +o0
Ys(,¢) = a(€') — a(¢’ T ¢Vdede.
60= [ [ ) -yt - pielac

We write

3 +o0
e[ [ ) el (g

=-¢'
and use (4.3) to get the estimate
3
T3(6,0) < Cwld) [ (14 1) S w0+ I +1¢P)
+
It follows that
1, S te tw(d). (4.30)

If w(0) = 0(6/2), say w(8) = /2w (), we take ¢ = (dw’(5))'/? and obtain
L] + Ly = O((«'(6)) /2 + 6°/2) = o(1).

Taking the limit 6 — 0 in (4.28) gives us

E /T d /R F1() Fa(t)dadé < /T d /R frofaodzde. (4.31)

Take f1 = fo = 0. If fy is at equilibrium, then fyfo = 0. Therefore f(t)f(t) = 0, almost surely,
by (4.31). This implies that f(t) is at equilibrium. If f; = £; = 1,,>¢, then

[ fufade = 1 o).
R
The estimate (4.15) is therefore a consequence of (4.31).

4.4.2 Convergence of approximations

A consequence of (4.16) is the bound

/OT /T /R €17 du; ,(§)dvdt

Let us first explain how one can use the bound (4.32). Recall that )y is the set of Young measures
T x [0,T] — P1(R). It is a standard result from the theory of Young measures that, for all

R > 0, the set
T
Kgp = {Veyl;/ / /|£pdl/;l)t(§)dxdt§R}
o JrdJR
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is compact. We consider here the topology T)‘ff defined in [2, p.21], which admits a compatible,
complete, metric, [2, Proposition 2.3.1]. A sequence (1°).c., of Young measures is converging
to a Young measure v if (1.21) is satisfied when ¢ — 0 in ey for all v € LY(T¢ x [0,T]) and
¢ € Cp(R). We exploit (4.32) in a very simple way: by the Markov inequality, we have

n 1 4 p,,n
P ¢ Kn) < 1E [ | L erarzeasar

Let ¢ > 0. For R > C,T=!, the probability P(v" ¢ Kg) is < ¢, uniformly in n. This shows
that (v™) is tight in ). By the Skorokhod theorem, up to a change of probability space, v™ is
converging almost surely to a limiting Young measure v. The same kind of arguments, based on
the bounds (4.17) and (4.18), provides a limit in law for the sequence (m™). Taking the limit in
the stochastic integral is done using the martingale characterization of the stochastic integral,
Proposition 3.5, which is adapted to convergence in law (see (3.31) and the related comments).
The remaining arguments are quite similar to those developed in Section 1, when considering
the convergence of the parabolic approximation. Let us explain more precisely how we take the
limit in the stochastic integral. To simplify the presentation, we will give the main arguments in
the next section in finite dimension.

_GT

4.4.3 Convergence in law in SDEs

Let X' € R solve the SDE
dX{ =b(X[")dt + o(X[")dBy,

in the sense that . ;
X =x0+ / b(X)ds + / o(X1)dBs, (4.33)
0 0

for all ¢ > 0, where zy € R is given. Suppose that the following uniform bound is satisfied: there
exists @ € (0,1) and C > 0 such that

SupE”X"”C@([O’T]) S C (434)

Assume also b, o continuous, with sub-linear growth. We may assume that b and o are Lips-
chitz continuous, in which case one can prove (4.34) using some relatively standard arguments
(Kolmogorov’s continuity criterion, martingale estimates...).

Tightness. Let R > 0 and

Kr={X € C([0,T]); | X|

ca(or]) < R}

By the Ascoli theorem, Kg is a compact subset of C([0,T]). By (4.34), and the Markov inequality,

we have E|X" o
n c«([o,T
P(X™ ¢ KRr) = Elp<| x| coor) < —fr ©1) < &

Therefore (X™) is tight in C([0,7]). By Prokhorov’s Theorem, up to a subsequence, (X") is
converging in law to a process X. Two related questions arise then:

1. what is the equation satisfied by X7

2. How to pass to the limit in Equation (4.33)7
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Skorokhod’s theorem. Let us apply the Skorokhod theorem. There exists a probability space
(©, F,P) and some random variables X™, X such that

Law(X") = Law(X"), Law(X) = Law(X),

and X” — X as. in C([0,T]). By the dominated convergence theorem, we have, P-almost
surely,

/t b(X™)ds — /t b(X,)ds,Vt € [0,T).
0 0

What can we say about the stochastic integral
t
/ o(XM)dB, ? (4.35)
0
A preliminary problem is to determine what is the right version of (4.35) on (Q, F, P).

Skorokhod’s theorem for (X", B). The couple (X}, By);co,r) is tight in C([0, T']) x C([0, T1)
(t~his~is~obvious since (By) is a stationary sequence). Consequently, there exists a probability space
(Q, F,P) such that, up to subsequence, there exists some random variables (X", B"), (X, B) such
that

Law(X", B") = Law(X", B),

and (X", B") — (X,B) a.s. In particular, we have B"™ — B in law and thus Law(B) = Law(B).
By Exercise 2.10, we know then that (By)icpor] is a Wiener process. Let (F{)iepo,7] be the
filtration generated by (X, Bt)te[O,T]~ Let (ﬁt)te[mT] be the natural augmentation of (./—:?)te[o)T],

which is defined as follows: one first take the completion of (F})se(0,7):
Fl=(F)".

Recall (see for instance [17], Section The role played by the sets of measure zero) that F} is the
collections of sets E, for which there exists A, B € F; such that

ACEcCB, P(B\A) =0. (4.36)

Recall also that the probability measure is also extended in this procedure, into a probability
measure P} defined by Py (E) = P(B) = P(A). We have indicated by a subscript ¢ the dependence
of P} on t: this is the case since the sets A, B such that (4.36) occurs are taken in JF_. However,
if
A cEcB, PB\A)=0,
with A’, B’ € FQ for a s # t, then A\ A’ C B'\ B, so P(A\ A’) = 0. Similarly, we have
P(A"\ A) = 0, hence P(A) = P(A’). Therefore the extension P} does not depend on ¢. For
simplicity, we will also drop the star, and simply denote it by P. Once F} has been defined, one
sets ~ ~ ~
Fo=FL =7
s>t

We have then the following propositions.

Proposition 4.7. The set (Q, F,P, (]:-t)te[O,T]a (Bt)te[O,T]) is a stochastic basis.

33



Proposition 4.8. Let
t
ﬁ:&f%f/mxm&
0

Then the processes
~ ~ ~ t ~
v, YtBt—/ o(Xo)ds, |l - /|a J[2ds
0

are (ﬁt)te[o,T]-martingales.

We use the martingale characterization of the stochastic integral, Proposition 3.5, to deduce that

t
z:/a@M&.
0

This shows that (X;) satisfies the limit equation

X(t) =20 + /0 b(X (s))ds + /0 o(X(s))dB(s). (4.37)

Note that the stochastic integral in (4.37) is well defined because (X,) is a continuous process
and is Fi-measurable.

Proof of Proposition 4.7. 1t is clear that Bt is Fi-measurable. Let 0 < s <t < T. To show that
the increment B; — B; is independent on ]-"t, we proceed as follows. Let s <7 <o <t. Let us
first prove that B, — B, is independent on F?. Since (F ?)tepo,r) is the filtration generated by

(X, Bt)te[o,T], this amounts to prove that, for every k > 1, forevery 0 <73 <.-- <7, < 7, for
all bounded continuous function ® on R2*, and all bounded continuous function w on R, one has

IE[@(XTl,BTl,...,XTk,B Y(By — )]:E[ (X+,Br,..., Xs,,B )]E[w( —BU)}.
(4.38)
We will only consider the case ¥(x) = x for simplicity, since in that case the right-hand side of
(4.38) is zero (the case ¢(x) = x also happens to be the model case for the adaptation of the
present proof to the proof of Proposition 4.8). By identity of the laws, we know that
E [<I>(X n Br X

T1) Ty Tk

B2 (B - B2)] = E [6(X:

T1)

By,,..., X"

Tk

Br)(By — Bs)|,  (4.39)

for every n. Since (X}') is adapted and (B; — B,,) is independent on F,. for all r < o, the right-
hand side of (4.39) is zero. Using the Vitali convergence theorem, we also know that the limit
of the left-hand side of (4.39) is the left-hand side of (4.38). Indeed, let ¢, denote the argument
of E in the left-hand side of (4.39). It satisfies

(o =®(X2, B, .., X2 B ) (B — BY) = (== ®(Xy,, Bry,..., X, Br ) (B — By)
almost surely. Furthermore, the sequence ((,) is equi-integrable on € because

ElCa|* < 118, mony EIBY — By |? = |92, vy (¢ — 0).
Therefore we obtain (4.38), which gives

E[14(B: — B,)] =0, (4.40)



for any set A € .7-'£ It is clear that this remains true if we replace A by E where F is such that
(4.36) is satisfied for A, B € F2. Therefore (4.40) holds true when A € F}. Since 7 € (s,0) is
arbitrary, we obtain (4.40) for A € F!, = F,. Then we can take the limit o — s. Here we use
the L?-continuity of the Wiener process, for example. Indeeed, E|B, — B,|? = (¢ — s) — 0 when
o — s. Eventually, we obtain R 5 5

E[14(B; — Bs)] =0,

for all A € F,. O

Proof of Proposition 4.8. Let us show for example that
~ ~ ~ t ~
Zt = }/tBt —/ O'(Xs)ds
0

is a (ﬁt)—martingale. Let 0 < s <t <T. Assume we have proved that, for every s < 7 < o < t,
we have . .
E [1AZt] =E [lAZU] , (4.41)

for every A in ]:'2 Then, as in the proof of Proposition 4.7, we deduce that (4.41) holds true for
A € F,, and then we use an argument of continuity to take the limit o — s, to get

E[14Z] =E[14Z,], (4.42)

for all A in F,. Since Z, is Fy-measurable (it is F-measurable), the right-hand side of (4.42) is
Z, almost-surely. This gives us the desired result. To establish (4.41), we proceed as in the proof
of Proposition 4.7, we just need to replace By — B, by Z; — Z, and to do the minor adaptations
that are required. O

5 Compensated compactness

In this section, we consider the case d = 1 (spatial dimension 1) and assume that the flux A
satisfies (4.2) and the following non-degeneracy hypothesis

& — a(§) is not constant on any open interval. (5.1)

We will prove the convergence (convergence in law first, then convergence in probability) on
LP(T x [0,7T]), 1 < p < 400, of (u®), the solution to the parabolic approximation (4.14), to the
solution u of (4.1). We will use a compensated compactness method based on the div-curl lemma.
Extensions of this compensated compactness method to higher space-dimensions exist, at least
in the deterministic case. They use microlocal defect measures, [9], or the equivalent concept of
H-measures, [19], see for example the works of E. Yu. Panov and collaborators [14, 12, 15].

5.1 Estimates on the divergence

Let n: R — R be a convex function of class C? with i’ and 1" bounded. Let g be associated
entropy flux defined by (1.10). By the Ité formula and (4.14), the (¢, z)-divergence of the 2
dimensional vector (n(u®), ¢(u®)) is given by

1
On(u®) + 0eq(uf) = en(uf) — en” (u)|Opu* + S G (@, wi )" (u) + A MF,  (5.2)
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where
t m

M (z,t) = Z gi(z,uf (2, )7 (u® (@, t))dBx/(t). (5.3)
0

k=1

Let us assume without loss of generality that 7= 1. If v € LY(T x (0,1)) and 6 € C°(0,1)
is a cut off function, we can view the product fv as a 1-periodic function in x, but also in t.
Therefore, we consider fv as a function of L!(T?). Recall that, for s € R, the Sobolev space
H*(T?) is defined as the set of tempered distributions v whose Fourier coefficients ©(n) = (v, e,),
en(x) = exp(2miz - n) satisfy

[0l 3 2y = D (W) [6(n)]* < 400, (n) = (1+|n[*)"/2.
nez?

By analysing each the terms in the right-hand side of (5.2), we will show the following result.

Proposition 5.1. Let u® be the solution to (4.14) with initial datum ug € L>®°(T). Let ey =
{en;n € N}, where (e,) ] 0. Let € C°(0,1). The sequence of general term

divy . (0n(u®), 0g(u®)) = O, (On(u®)) + 0x(0g(u®)), € € en,
is tight in H=1(T?): for all § > 0, there exists a compact set K5 of H~1(T?) such that
P(divi,e (n(u), g(u)) € K5) > 1— 6,
foralle € en.

Proof. we know that u® satisfies the bounds

B 12 o,y Sp 1 B [ell0at Bz raony] S 1 (5.4)
Since 1 has at sublinear growth, the first estimate in (5.4) gives
E0'n(u) 722y S 1. (5.5)
For R > 0. We introduce the set
Ay g = {v e L*(T?); |lv]lp2(r2) < R},

which is relatively compact in H~!(T?). Using (5.4) and the Markov inequality, we obtain the
estimate

1 _
P(n(u®) € A1 r) < EEHU(UE)”LQ(TX(O,I)) SR

We have £002n(uf) — 0 in H~1(T?) when £ — 0 in ey, conditionally to the event

B.r = {51/281716 S AI,R} .

)

Due to (5.4) and the Markov inequality, we have P(B. g) < R~!. This implies that £092n(u®) —
0 in H~(T?) in probability when ¢ — 0 in ey, which in turn implies that the sequence
(00?1 (uf))ceey is tight in H~1(T?). Since 1 is bounded, the second estimate in (5.4) gives

]P(a&n”(ug)\azuEP c AQ’R) g R_l, AQ’R = {’U S LI(T2); ||UHL1(T2) < R} .
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Similarly, due to (4.4) and (5.4), we have
E[l0G? (2, u™)n" (u) [l L2 (r2)] S 1,

from which we deduce that
—1 (¢ € €12 1 2 e\, €
P(e € Aor) SR, dhe = 0(—en" (w)|0:u" + 5 G (2, u%)n"(u7)).

Let 60;M; denote the distribution 9;(0M;) — 0’ MF. At that stage, we will admit (this is the
object of Lemma 5.2 below), that P(09,Mf € A3 g) < R™!, where A3 g is a set that is relatively
compact in H~1(T?). We can thus write

dive . (On(u®), Oq(u®)) = x° + ¢,

where

X© = 0'n(u) + e002n(u®) + 00, Mg
defines a tight sequence in H~!(T?) and

P° = 0(—¢|0,uf|? + %G2(w,u5))n”(ua)

defines a sequence which is stochastically bounded in L!(T?). Since the sequences (1(uf))-cey
and (q(u))ceey are bounded, in expectancy, in LP (the bound on ¢(u®) uses Hypothesis (4.2)),
they are stochastically bounded, and thus div; . (6n(u®),0¢(u)) is stochastically bounded in
W=LP(T?) for a given p > 2. We can apply Lemma A.3 in [7], which is a probabilistic version of
Murat’s Lemma, to conclude. O

Lemma 5.2. The sequence (0;(OMf))cce, is tight in H—1(T?).

Proof. The proof is in essential the proof of Lemma 4.19 in [7]. However, we will proceed
slightly differently (instead of using Marchaud fractional derivative we work directly with frac-
tional Sobolev spaces and an Aubin-Simon compactness lemma). Let 0 < s < ¢t < T. By the
Burkholder-Davis-Gundy Inequality, we have

2

t
B M(t) — M2(s)||4um) < / E / I («) G2 (2, 4)do| da,

and, using the Holder Inequality, the bound (4.4) and the fact that n’ is sub-linear,

t
E||M*(t) = M*(s)l|za(p) S It — SI/ E/(l + [ (z,0)[")doda.
s T
By (5.4), it follows that
E|M*(t) = M*(s)l|za(r) S It = s/ (5.6)
Integrating with respect to t and s, we find that

1 IOAE)6) — (M) (3) 4,
=L

|t _ S|1+21/

dtds <1, (5.7)

as soon as v < 1/2. The left-hand side in this inequality (5.7) is the norm of §M¢ in the space
LA(Q; W»4(0,1; LA(T))). Since L*(T) < H~Y(T), it follows that

EJ0M|[%v.a0,1,-1(ry) S 1-
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We use the continuous injection
W H0,1; H™H(T)) = C**([0,1]; H~'(T))

forevery 0 < p < v — i to obtain

EOM o o sy S 1 (58)
Besides, taking s = 0 in (5.6) and summing with respect to ¢t € (0,T) gives also

E0M||2arx(0,1)) S 1- (5.9)
By the Aubin-Simon compactness Lemma, [18], the set
Ag = {M € L*(T x (0,1)); |M|lcomqoaj.zr-1(ry) < Ry M| Licrx(01)) < R}

is compact in C([0, 1]; H~(T)), hence compact in L2(0,1; H~(T)). Consequently (5.8) and (5.9)
show that (§M*¢) is tight as a L?(0, 1; H~!(T))-random variable, and we conclude that (9,(60M¢))
is tight as a H~1(T?)-random variable. O

5.2 Application of the div-curl lemma

Let v5 4(§) = Ous (2,1 (§) be the Young measure associated to u®. By (5.4), we have the estimate

B[ [ lepa: (duit 5,1
Tx[0,1] /R

Like in Theorem 4.5, we deduce from this estimate and from the Prokhorov theorem that the
sequence (V°)cce, has a subsequence converging in law in ) (i.e. in the sense of Young measures)
to a Young measure v. Let T = {n;k € N} be a countable collection sub-quadratic entropies,
with associated fluxes ¢, and let © = {6;;j € N} be a countable set of cut-off functions on the
time interval (0, 1). By a diagonal process and the Prokhorov theorem, there is a subsequence (not
relabeled) such that, for all k,j € N, the sequence divy 5 (0;7,(u), 8¢5 (u®))cce, is converging in
law in H~1(T?). The stationary sequence (B;) is of course also tight in C([0,T];R™). We use
the Skorokhod theorem: by changing the probability space, we may assume a.e. convergence of
all the random variables considered above. More precisely, we obtain simultaneous convergence
in law of the set of unknowns

({v®, divy o (On(u®), 0q(u®)), (B;); 0 € ©,m € T}) (5.10)

e€en *

We will keep the same notation (€2, F,P) for the probability space and assume P-a.e. convergence
since it will not cause any confusion in the following arguments. Indeed, our aim is simply to
explain how do we apply the div-curl lemma in our case. We proceed as follows: by (5.4), we
know that, for each k, there is a set N C €0 of measure zero such that, on the complement on
Ni, (M6(u®))ecey and (gr(uf))eee, are bounded in L?(T x (0,1)) (the bound may depend on the
w € Ng). Let N(1) be the union over k of the sets Ni. We have P(N(;)) = 0. Similarly, there is
a measurable set N(9) of probability zero, such that for every w ¢ N(q), for all j, k, the sequence
(dive 2 (00K (uf), 055 (u®))eee, is relatively compact in H~!(T?). Eventually, there is a set N3,
of measure zero, such that, for all w ¢ N3y, for all ¢ € C4(R), and when £ — 0 in ey,

d(u®) = (v, ¢) in L=(T x (0,1)) weak- . (5.11)
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It is easy to prove, by means of a cut-off function and (5.4), that the convergence (5.11) holds true
when ¢ is continuous and polynomially bounded, and that the limit occurs also in L?(T x (0,1))-
weak. Let N = N(1) U N3) U N(3y. We use the identity

curl< Jj;}if%) = < djvm(é)jnk(ug),9jq1<(ue))sesw

and the div-curl lemma (on the complementary set of N) to infer that, for all j, k, k', we have

0 (i (u®)qrr (w7) = 1 (u®) @i (™)) = 05 (s ) (Vs @ir) = (V3 0) (v ) (5.12)

in the sense of measures on T x [0, 1]. We also know by (5.11) that

dive , (oj e (u®), 04k (UE))EEEN)
0 )

05 (e (u®) qrr (u®) — i (u®) qie (w®)) = 05 (v, @iy — M Qi) -

Let {6;;j € N} be dense in C.(0,1) for the C° convergence. It follows then that

(Vs M@y — M Qi) = (Vi ts Mhe) (Vi Qi) — Voot iy ) (Ve t, Q) (5.13)

for a.e. (x,t) € T x (0,1). There are various ways to conclude, once the identity (5.13) has been
obtained. We will give a proof using the kinetic function f(x,t,§) = v; (£, +00). Take for n
the entropy u — (u — &) where {&; k € N} is a dense subset of R. It then follows from (5.13)
that

Va1 = 710) = (V1) Wt @) — (Voo ) (Vs O, (5.14)

for each 7, 7j of the form n(u) = (u — &)™ and 7j(u) = (u — )T, where £, € R. We differentiate
with respect to £ and ¢ in (5.14) to get, after some computations, the following identity:

(@€ = a0 | [ Losevcdvasv) = [ Lusedinaw) [ Luscdvesta] 0.
R R R
This can be written more simply as

(a(§) —a(Q)(f(z,t,6V () = f(x,1,8) f(,t,()) = 0. (5.15)

Let us fix £ € R. Due to the non-degeneracy condition (5.1), there is a sequence ((,) 1 & such
that a(¢,) # a(€) for all n. From (5.15), we deduce that f(x,t,&)(1 — f(x,t,{,)) = 0 for all n.
We then take the limit n — +o00. Since ( — f(z,t,¢) is continuous from the left, we deduce
that f(z,¢,€)(1 — f(z,t,€)) = 0. We have seen in the end of Section 4.4.1 that this implies the
fact that f is at equilibrium, i.e. vy, is a Dirac mass. Note (¢f. Lemma 1.4) that the fact that
vz ¢ is a Dirac mass, say 0,(.,1), implies the convergence in law of the considered sequence of
(uf)ceey to u on the space LP(T x (0,1)) with its strong topology (p > 1 is finite). The limit u
is a martingale solution of (4.1).

In conclusion, we obtain, up to subsequence, the convergence in law to a martingale solution
of (4.1). In the next section we explain how convergence in probability can be proved, using
pathwise uniqueness for the limit problem.

Before we come to that point, note that one can wonder if there may be two subsequences of
(uf)ceey having two different limits in law. This will not be the case if uniqueness of martingale
solution has been proved. We do not know how to give a specific proof of uniqueness of martingale
solutions. All that we know is how to prove the pathwise uniqueness result of Theorem 4.1
(pathwise uniqueness result because (4.15) gives, in the case ug,1 = ug,2, the almost-sure identity
up = ug in LY(T? x (0,7))). However, using such a uniqueness result is quite in contradiction
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with showing compensated compactness, since, as we have seen, combining generalized solutions
and a slightly reinforced uniqueness result (i.e. the reduction result of Theorem 4.1) we obtain
the strong convergence of the parabolic approximation, without such restriction as d = 1 and
(5.1). To prove the convergence of the parabolic approximation of the first-order stochastic
scalar conservation law (4.1), compensated compactness may be not the most appropriate tool
therefore. Note however that the restriction on the dimension, d = 1, can be relaxed by means of
a different analysis using microlocal defect measures, [9], ¢f. [15]. Note also that this technique
can be applied to mixed first-second order conservation laws, [12], while, for such equations, an
approach using generalized kinetic solutions and a reduction result has not been developed yet.

5.3 Gyongy-Krylov argument

Let 1 < p < +o0 be fixed. We want to prove that the sequence (u"),ecn is converging in
probability in LP(T x (0,7")). Let 6 > 0. Assume, by contradiction, that the Cauchy condition

o P = u e e,y > 0) =0
is not satisfied. This means that there exists 7 > 0, a subsequence (u°"r), a subsequence (u°™)
such that
P(Huank —um™ ||LP(’]1‘><(0,T)) > 5) >n, Vk,leN. (5.16)

Let us now consider the following set of unknowns (except for the noise component, we duplicate
the unknowns considered in (5.10)):

({ror, dive o (On(u=r), Og(ue)), o, div o (On(u=), 0g(u)), (Br); 0 € ©,1 € T} ey -

We apply the analysis of Section 5.2 to deduce, up to a further subsequence which we will not
indicate (this does not affect (5.16)), that there is a probability space (£2, F,P) and some random
variables (@°"+ ), (@) having the same laws as (u®"+) and (u°™ ) respectively, such that

~ ~ ~ ~
e — U, 4™ — U

almost surely in LP(T x (0,7)). We obtain two martingale solutions @ and @’ which are defined
on the same probability space and satisfy (4.1) with the same driving noise term. At this stage,
we should also discuss what filtration is considered, to justify that it is the same for both @
and 4/, let us simply say that the filtration (F;) that we consider is the “natural augmentation”
(this corresponds to taking completion and then right-limit, see Section 4.4.3 for more details) of
the natural filtration of the limit process (a(t), @ (), B;). Since @ and @' are solutions with the
same set of probabilistic data, we can apply the pathwise result of Theorem 4.1 to deduce that
@ = @' almost surely. Let hs € C(Ry) be the following regularization of the function s — 14s4:
hs(s) = min(1,571s). We have then 1,55 < hs(s), which gives the bound from above

Lju—oll o enomy>s < o, 0) = hs(lu = vllzorx0,))
where ®; is continuous bounded function on LP(T x (0,7)) x LP(T x (0,7)). By (5.16), we have
N < Eds(urr,um),
and by the result of convergence in law that we have established,
Eds(usrr, ufm) = Edg(ams, 05 ) — E®s(a, @) = 0,

and thus n < 0, a contradiction.
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